
Machine Learning: Science and Technology

PAPER • OPEN ACCESS

Neural networks and kernel ridge regression for excited states dynamics
of CH2NH : From single-state to multi-state representations and multi-
property machine learning models
To cite this article: Julia Westermayr et al 2020 Mach. Learn.: Sci. Technol. 1 025009

 

View the article online for updates and enhancements.

This content was downloaded from IP address 122.172.173.154 on 28/06/2023 at 10:38

https://doi.org/10.1088/2632-2153/ab88d0


Mach. Learn.: Sci. Technol. 1 (2020) 025009 https://doi.org/10.1088/2632-2153/ab88d0

OPEN ACCESS

RECEIVED

18 December 2019

REVISED

31 March 2020

ACCEPTED FOR PUBLICATION

7 April 2020

PUBLISHED

19 May 2020

Original Content from
this work may be used
under the terms of the
Creative Commons
Attribution 4.0 licence.

Any further distribution
of this work must
maintain attribution to
the author(s) and the title
of the work, journal
citation and DOI.

PAPER

Neural networks and kernel ridge regression for excited states
dynamics of CH2NH+

2 : From single-state to multi-state
representations and multi-property machine learning models
Julia Westermayr1, Felix A Faber2, Anders S Christensen2, O Anatole von Lilienfeld2

and Philipp Marquetand1,3,4
1 University of Vienna, Faculty of Chemistry, Institute of Theoretical Chemistry, Währinger Str. 17, 1090 Wien, Austria
2 Institute of Physical Chemistry and National Center for Computational Design and Discovery of Novel Materials (MARVEL),
Department of Chemistry, University of Basel, Klingelbergstr. 80, CH-4056 Basel, Switzerland

3 Vienna Research Platform on Accelerating Photoreaction Discovery, University of Vienna, Währinger Str. 17, 1090 Wien, Austria
4 University of Vienna, Faculty of Chemistry, Data Science @ Uni Vienna,Währinger Str. 29, 1090 Wien, Austria

E-mail: anatole.vonlilienfeld@unibas.ch and philipp.marquetand@univie.ac.at

Keywords:machine learning, photodynamics, excited states, quantum chemistry, neural networks, kernel ridge regression

Supplementary material for this article is available online

Abstract
Excited-state dynamics simulations are a powerful tool to investigate photo-induced reactions of
molecules and materials and provide complementary information to experiments. Since the
applicability of these simulation techniques is limited by the costs of the underlying electronic
structure calculations, we develop and assess different machine learning models for this task. The
machine learning models are trained on ab initio calculations for excited electronic states, using the
methylenimmonium cation (CH2NH

+
2 ) as a model system. Two distinct strategies for modeling

excited state properties are tested in this work. The first strategy is to treat each state separately in a
kernel ridge regression model and all states together in a multiclass neural network. The second
strategy is to instead encode the state as input into the model, which is tested with both models.
Numerical evidence suggests that using the state as input yields the best performance. An
important goal for excited-state machine learning models is their use in dynamics simulations,
which needs not only state-specific information but also couplings, i.e. properties involving pairs
of states. Accordingly, we investigate how well machine learning models can predict the couplings.
Furthermore, we explore how combining all properties in a single neural network affects the
accuracy. Finally, machine learning predicted energies, forces, and couplings are used to carry out
excited-state dynamics simulations. Results demonstrate the scopes and possibilities of machine
learning to model excited-state properties.

1. Introduction

Many fundamental processes in nature and life are direct consequences of excitation of molecules by light.
For example, photosynthesis [1], vision with photo-receptors in the eye [2, 3], or the root cause of diseases
such as skin cancer [4, 5] are all based on a photo-induced process. The excited-state dynamics and kinetics
of compounds can give insight into why and how these processes occur or can be used to help designing new
drugs [6] or materials [7–9].

After a molecule is irradiated with light, it can enter a higher electronic state. Several processes,
radiationless or radiative ones, may follow. These processes give rise to the photostability or photodamage of
a molecule, and hence photoreactions in general. Knowing the high-dimensional potential energy surfaces of
a molecule makes a comprehensive photochemical study possible. However, it is a challenge to find
meaningful and accurate potential energy surfaces in advance to execute excited-state molecular dynamics
simulations. A possible solution for this problem is the use of on-the-fly ab initiomolecular dynamics
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simulations [10–12]. The mixed-quantum classical methods—such as the surface-hopping methodology
that is used in this work—often remain the methods of choice and are a good compromise between accuracy
and computational efficiency. In this way, large molecules, i.e. with up to hundreds of atoms, can be treated.
Still, the large number of costly electronic structure calculations limits the simulation times of nonadiabatic
dynamics to the range of femto- to picoseconds [10, 13–15].

With the rise of machine learning (ML) and the amount of data and computational power available, the
fitting of potential energy surfaces of a molecule was put into spotlight. Although such approaches were used
already more than 25 years ago [16–20], the interest to speed up simulations in the field of nonadiabatic
molecular dynamics simulations has increased only in the last three years [21–30, 30–36].

The main advantage of ML models is that, at least in principle, they can predict any molecular property,
typically with much improved efficiency when compared to their quantum chemical counterpart. This can
be achieved by learning relations between a molecular structure (in the form of some translation- and
rotation-invariant representation) and some target property (provided by quantum chemistry, usually
real-valued or complex numbers) [37, 38]. The application of ML models for dynamics simulations in the
electronic ground state [39–45] or excited states [21–30, 30–36, 46, 47] already exist, and show the potential
for further developing this research field.

Nevertheless, the challenges to model excited states of molecules have not always been tackled
successfully with ML: Not only one potential energy surface has to be learned, but several, including the
couplings between them, that should also be treated in an ML model [29]. Independent works applied kernel
ridge regression (KRR) and neural networks (NNs) to enhance quantum chemical calculations in
nonadiabatic molecular dynamics simulations and show the following trend: Models based on KRR need to
resort to intermediate quantum chemistry steps in critical regions to obtain correct dynamics simulations
[22, 23], whereas NNs are able to completely replace quantum chemistry during the dynamics
[24, 26, 28, 29]. This observation raises the question why some models fail for some excited-state properties
and others do not. Our goal is to investigate relevant properties for nonadiabatic molecular dynamics
simulations by using KRR and NNs. The aim of this work is thus twofold: 1) a comparison of KRR and NNs
using different representations for the molecular structure and 2) possible improvements of existing ML
techniques for excited-state property prediction.

The methylenimmonium cation, CH2NH
+
2 , is used as model system for this purpose. This cation, like

the larger homologue retinal, belongs to the member of protonated Schiff bases, and shows isomerization of
the double bond after light excitation [48–51]. Similarly, the absorption of light in retinal leads to an
isomerization process, that is fundamental for vision [52]. The ultrafast dynamics is particularly challenging
to reproduce with ML models, but, at the same time, it remains feasible to provide quantum chemistry
reference simulations. Unlike in the isoelectronic molecule ethylene, the excited-state calculations are not
hampered by low-lying Rydberg states [53]. Therefore, the methylenimmonium cation is well suited as a test
system for this study.

2. Methods

2.1. Surface-hopping molecular dynamics
The program SHARC (Surface-Hopping including ARbitrary Couplings) [54] is used for surface-hopping
molecular dynamics simulations with interfaced ML models. Due to the stochastic nature of this method,
reliable results can only be obtained when considering an ensemble of independent trajectories. To this aim,
Wigner sampling [55] is used to obtain 200 initial configurations of the methylenimmonium cation, to start
dynamics simulations. SHARC determines nonadiabatic transitions from one potential energy surface to
another from the NAC vectors between each set of singlet states. Those transitions, or so-called hops in
surface-hopping, usually take place in conformational regions of the molecule, where two potential energy
surfaces are in close proximity. Those regions are termed conical intersection and are not only difficult to
model with ML models [23, 24, 29], but also provide a challenge to converge a quantum chemical
calculation. This can be attributed to the inverse proportionality of the NAC vectors between two coupled
states i and j, NACij, to the energy gap between these two states [14]:

NACij ≈
⟨Ψi | ∇RĤel |Ψj⟩

Ei − Ej
for i ̸= j. (1)

Ψi andΨj are the eigenstates of the electronic Schrödinger equation with Ei and Ej being the respective
eigenvalues, i.e. the potential energies of state i and j.∇R denotes the spatial derivatives with respect to the
nuclear coordinates. When the two electronic states are degenerate, NACs become infinitely large and
consequently show sharp peaks around conical intersections. In contrast, NAC values are almost zero
elsewhere. An example is illustrated in figure 1.
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Figure 1. Scan along a reaction coordinate of CH2NH
+
2 that shows a conical intersection of the Ei and Ej states. The corresponding

NAC values, NACij, taken as the norm of the NAC vectors between those states, are large at the conical intersection, but almost
zero elsewhere (red dashed line). Multiplied with the energy-difference, smoother properties can be obtained (blue dashed line).

Multiplication of NACs obtained from quantum chemistry (labelled as QC) with the corresponding
energy gaps can remove such sharp spikes and can provide smoother quantities (also referred to as interstate
couplings) [28].

Creferenceij = NACQC
ij · | EQCi − EQCj | (2)

For prediction, it is necessary to divide the learned quantity by the energy gap [28] obtained fromML
models.

NACpredictij =
CML
ij

| EML
i − EML

j |
(3)

The outcome is given to the surface-hopping molecular dynamics program to compute the hopping
probability. However, this approach requires very accurate ML potentials for energies and those are also
challenging to obtain in regions near conical intersections.

2.2. Training set
The training set used here is taken from reference [29] and represents a conformational subspace of the
methylenimmonium cation, CH2NH

+
2 . This training set involves three singlet states and covers the relevant

conformational space that is visited during excited-state molecular dynamics simulations after excitation to
the bright second excited state (S2, ππ∗). It is thus considered to constitute an optimal set for analysis of
different ML models as well as common molecular representations. Triplet states are not assumed to play a
major role in the excited state dynamics of CH2NH

+
2 [29, 48–51]. In case of triplet states, additional

couplings between triplet-triplet states (NAC vectors) and singlet-triplet states (spin-orbit couplings) would
arise, that could be similarly modelled as NACs between singlet-singlet states.

The quantum chemical reference method is the multi-reference configuration interaction method
accounting for single and double excitations with the basis set aug-cc-pVDZ (MR-CISD(6,4)/aug-cc-pVDZ).
The active space consists of 4 electrons in 6 orbitals. The data set for training and validation contains 4000
data points that are obtained by randomly shuffling the complete set of 4770 points. The rest of the data set
(770 data points) is held back as a test set. Each data point contains the xyz-coordinates of a molecular
structure as well as energies for three singlet states, corresponding gradients, (transition) dipole moments,
and NACs between each state. In total, 3 energy values, 54 gradient values, 27 values for (transition) dipole
moments, and 54 values for NACs have to be predicted. Noticeably, calculating dipole moments and
transition dipole moments to reproduce absolute experimental values is difficult even with high-level ab
initiomethods [56]. However when calculating transition probabilities, e.g. oscillator strengths for the
simulation of UV spectra, absolute values are rarely important but rather relative values are of interest. The
(transition) dipole moments in this work are modelled in the simplest way—that is the direct fitting of values
obtained from quantum chemistry, without an a posteriori determination of nuclear charges [57]. For more
details on the training set and its generation, see reference [29].
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2.3. Machine learning models
Learning curves and scatter plots between reference data and predicted data show the quality of each ML
model. By plotting the prediction error against the training set size, N, in logarithmic scale, the learning
efficiency can be assessed [58–61].

Multi-layer feed forward NNs and KRR using the quantum machine learning (QML) toolkit [62] are
chosen as ML models. 5-fold cross-validation is applied to optimize the hyperparameters of each model with
the training set of 4000 data points. The MAE is reported on the test set of 770 data points as the mean of 10
calculations along with the standard deviations obtained from models trained on 90% of the 4000 data
points. 10% are necessary to employ early-stopping for the NNs. An analogous procedure is applied for
comparability when using KRR. A detailed description can be found in the Supplementary Information (SI),
which is available online at (stacks.iop.org/MLST/1/025009/mmedia).

The gradients are treated as derivatives of ML potentials for energies as described in reference [63] for
NNs and reference [61] for KRR. This is necessary to conserve the energy in nonadiabatic molecular
dynamics simulations. For comparison, gradients are directly trained and predicted too. Details on chosen
parameters for KRR and NNs are given in the SI in chapter S2.2 and S2.3, respectively. Learning (transition)
dipole moments and NACs in addition to energies and gradients with one model can give insights into the
influence of of joint learning of different properties. This is straightforward with NNs, therefore this effect is
investigated using NNs.

2.3.0.1. Molecular representations
As a molecular representation, the matrix of inverse distances is chosen, as it gave fair results in reference [29]
for NNs and other ML models, see for example references [45, 64, 65]. The FCHL
(Faber-Christensen-Huang-Lilienfeld) representation is used for KRR [61, 66] and a development version of
the same representation is also tested for NNs [67].

The molecule is treated as a whole with the matrix of inverse distances. The distance of an atom to all
other atoms is computed, these distances are inverted and arranged in matrix format. This representation is
probably the simplest and cheapest representation to use for ML and can be used for very efficient training
and evaluation of ML models. The FCHL representation, however, provides a more accurate description and
is computationally more expensive to apply. It does not treat the molecule as a whole, but describes an atom
in its chemical and structural environment within a pre-defined cut-off region [66]. Not only the distances
from one atom to the other atoms are taken into account as two-body terms, but also one- and three-body
terms. These account for chemical composition as well as angular contributions, respectively.

An encoding for the quantum energy level is implemented in addition to the aforementioned
representations to predict several electronic state energies at once. Several possibilities are tested to describe
the electronic state. For KRR, a representation for each electronic singlet state, S= {1, 2, 3}, containing
simply numbers of 1, 2, and 3 for the three states turns out to be beneficial. Other representations of the state
do not result in improved learning and only change the additional hyperparameter, the width of the state
kernel. Also for the NNs, several state-encoding representations are tested. Duplication of a a molecular
representation NS-times and multiplication of each copy with the corresponding state-number – 1, 2 or 3 in
this case, turns out to be best. Due to the existing implementations, gradients are only treated as response
properties for KKR with the FCHL representation [61] and as derivatives of NN potentials for energies with
the matrix of inverse distances.

2.3.0.2. Kernel ridge regression (KRR)
In KRR, a kernel basis function is placed on each compound (each molecule) in the training set, {Mk}, and
related to a property of a query compoundM, pKRR(M), by:

pKRR(M) =

NM∑
k=1

αkK(M,Mk) (4)

with NM being the number of molecules in the training set, K the kernel, and {αk} the regression coefficients,
which are obtained through linear regression:

α= (K+λI)−1preference. (5)

The regularizer, λ (multiplied with the unit matrix I), is usually small assuming that the noise in the
training set is negligible [38, 66]. Using this standard implementation, only one molecular property can be
fitted at a time, which we call single-state fitting. An additional Gaussian kernel, K2(S,Sl), which relates
information from a query state S to the set of available states {Sl}, is used to extended the representations and
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to predict all electronic states, NS, at once. This kernel is subsequently combined with the original kernel
(now denoted as K1) that maps a compound to its property.

pKRR(M,S) =
NM∑
k=1

NS∑
l=1

αl
kK1(M,Mk)K2(S,Sl). (6)

Here, pKRR(M,S) is a vector of length NM ·NS, which can be recast as a matrix of size NM ×NS. In
contrast, the predicted property pKRR(M) from equation (4) is only dependent on the molecule and is a
vector of length NM – representing only one electronic state. NS versions of KRR models with the standard
representation in equation (5) have to be used to predict NS energetic values. With the new state
representation, only one KRR model has to be trained.

2.3.0.3. Multi-layer feed forward neural networks (NNs)
Compared to KRR, NNs possess more hyperparameters and, thus, are more difficult to optimize with respect
to error convergence. However, due to the NN architecture, a benefit lies in the flexibility and possibility to
relate a molecular structure to a many-state output. In principle, this many-state output can be obtained
without additional encodings like the state kernel KS(S,Sl) in the KRR approach. For better comparison to
the KRR approach, we also used state-encoding representations as detailed above.

All NN models use the numpy [68] and theano [69] distribution implemented in python. To find
optimal hyperparameters of the models to represent the relation between a molecular geometry and its
multi-dimensional output, random grid search of different sets of hyperparameters is carried out, see
reference [29] for details. In all cases, the stochastic gradient descent optimization algorithm adaptive
moment estimation (Adam) [70] is applied and the learning rate is annealed during training.

The NN models are trained by optimizing parameters such that mean squared errors of the predicted
properties pNN and the reference properties pQC are minimized. Note that p is a vector that contains three
values, corresponding to the electronic states, in case of fitted energies. It contains 84 values if all properties
are treated together. We use the scheme of reference [40] to additionally include the forces, F, as NN
derivatives in the loss function, L2:

L2 =
1

NM
(pNN − pQC)2 (7)

+
1

NM

1

3Na

3Na∑
a

(FNNα − FQCα )2.

FNNα are the values of forces predicted with NNs and FQCα are corresponding reference values, where a runs
over all atoms, Na.

3. Results

MLmodels are trained on energies, forces, and NACs to speed up simulations and successfully reproduce
surface-hopping molecular dynamics simulations of the reference method. The populations obtained from
surface-hopping molecular dynamics simulations with chosen ML models that take gradients as derivatives
from ML energy potentials are given in figure 2.

The reference dynamics in figure 2 (A) is taken from reference [29], and so is the population scheme in
figure 2 (B), that results from an NN model with the inverse distance matrix as the molecular representation.
The average populations of the ensemble show that the time evolution is governed by fast population transfer
from the second excited state to the first excited state and back to the ground state. The agreement of these
methods is fairly good.

Panel (C) shows dynamics computed with an NN model that treats all properties together. Up to around
10 fs, the dynamics agree to the reference scheme. During this time, the population is transferred from the S2
state to the S1 state. Afterwards, there are less transitions than expected and in the end of the simulation time
only a small fraction of the population is in the S0 state. For the KRR model with the FCHL representation
given in panel (D), all of the population is transferred to the electronic ground state, S0, within the first 10 fs.
After that, there are hops from lower lying states to higher energetic states. Those hops, especially in cases of
large potential energy gaps between states, are considered to be implausible and the trajectories are not
reliable anymore. Furthermore, the molecule atomizes during the course of the simulation, which is not the
case in the quantum chemistry reference dynamics. The premature population transfer leads the molecule to
regions of the conformational subspace that are not visited with the reference method and are also not
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Figure 2. Populations of three singlet states as a function of time obtained from surface-hopping molecular dynamics simulations
using six different methods. Dynamics based on [A] the quantum chemistry reference1 (labeled as QC), [B] NN1 models using
the inverse distance as a descriptor, [C] NNs that treat all properties in one model, [D] KRR with the FCHL representation, and
[E]-[F] mixed NN-KRR models, where energies and gradients are taken either from the NN model of panel [B] and NACs from
KRR of panel [D] or vice versa. Dotted lines are populations that are considered to be wrong with respect to the reference or
exhibit large energy fluctuations (1 taken from reference [29]).

considered in the training set. Panels (E) and (F) show results from mixed models, i.e. KRR and NN models,
and will be discussed later.

The way ML models learn shows why dynamics is erroneous. A correct learning behaviour is given, when
the out of sample error of an ML model decreases with increasing training set size, which has been shown by
Vapnik and coworkers for KRR [58] and by Müller and coworkers for NNs [59]. The learning curves are
given in figure 3(A). While KRR (blue) and the NN model (red) for energies and gradients yield very similar
accuracy, the NNs that treat all properties together (green) are far from being accurate.

The learning curves for the NACs (left panel in figure 3(B)) as directly obtained from quantum
chemistry, i.e. as non-smooth properties, show that the learning efficiency of KRR is much higher than the
one of the NNs, which is dictated by the slope of the learning curve. The NN models are comparable in their
accuracy. The learning of the smooth NACs (as described in equation (2)) is evaluated in the middle panel
with KRR and NN models that account for each property separately. The inaccurate potential energies of the
NN model that treats all properties together prohibit the prediction of smooth NACs in this case. The
accuracy of the actual NACs obtained from the smooth couplings and the corresponding ML energy gaps (as
given in panel (A)), is already high for a small training set size and is comparable to the MAE for direct NAC
prediction with a large training set. However, increasing the training set size cannot improve prediction
accuracy anymore. For KRR, the MAE can be reduced with increasing training set size, but the learning curve
is not linear. These findings indicate that the energies must be predicted with high accuracy in order to use
smooth NACs, compare also figure S4 panels (B) and (C) in the SI. The learning curves for (transition)
dipole moments show similar trends as the ones for energies, gradients and NACs and are given in the SI in
figure S5. Furthermore, NNs with the FCHL representation as well as KRR with the inverse distance matrix
as molecular representations are discussed along with scatter plots for energies and gradients (see SI figures
S1, S2, S4, and S5).

Having analyzed the learning behavior for energies and NACs separately, their interplay is investigated in
the following. We thus return to the dynamics depicted in figure 2 in panels (E) and (F). In these panels,
population plots from mixed models are shown—once with energies and gradients obtained from NNs and
NACs obtained from KRR and once vice versa. Surprisingly, none of the cases leads to accurate population
schemes. Nethertheless, the trend of the populations in panel (E) – with energies and gradients from NNs
and NACs from KRR—is similar to the reference scheme. The dynamics only happens on a much shorter
time scale, indicating too large NACs. Plotting the potential energy curves along two different reaction
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Figure 3. Learning curves showing the mean absolute error (MAE) for the energies and gradients [A] and NACs [B] averaged over
all three singlet states (MAEs obtained for the separate energy levels S0, S1, and S2 are shown in the SI in figure S1). [C] Scans
along the CN-bond elongation of the methylenimmonium cation (left panel) and the rotation along the dihedral angle (right
panel) computed with quantum chemistry (QC, black continuous lines), KRR (blue dotted lines), and NNs (red dashed lines).

coordinates including a critical region (panel C in figure 3) reveals that both ML models, KRR and NNs, can
correctly reproduce the shape of the curves. However, there are small deviations in the critical regions of the
PESs. A comparison of all these findings implies that an accurate prediction of energies is more important
for reproducing the dynamics than an accurate prediction of NACs. Nevertheless, it is intuitively clear that
surface-hopping molecular dynamics requires all properties to be accurate enough: Having the correct
potentials, but wrong NAC values does also result in wrong dynamics.

3.1. Multi-state representation
A major difference between NN models and KRR models is, that the NNs can predict all electronic states at
once, whereas three independent KRR models are used for the three states. However, the PESs are not
independent from each other. Consequently, it should also be favourable to learn all states together in one
ML model. Encoding of the quantum energy level in an additional state-representation makes multi-state
outputs possible. This representation is tested for KRR with the FCHL representation and NNs with the
inverse distance matrix.

A comparison of the standard representations and the encoded state representations is given in
figure 4(A). All ML models show that learning of all state energies at once is possible and favorable. Encoding
of the quantum energy level improves the accuracy of all ML models, whereby this effect is significant for
KRR models and small for NNs. With the state representation for KRR, the kernel matrix size increases from
Nm ×Nm to NS ·Nm ×NS ·Nm. Mapping only a subset of molecules to the complete dataset for training can
reduce the memory consumption and can make the training process more efficient without a major loss in
accuracy.

Principal component analysis provides an explanation to the above observed results. Therefore, the first
principal component is plotted against the second principal component of an ML model in figure 5. The ML
models used for surface-hopping dynamics are compared to the ML models with a state representation.
Remarkably, a state representation for KRR (figures 5 (B) and (C)) leads to a clear ordering of the data
corresponding to different electronic states. Moreover, within one state, a better ordering can be obtained
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Figure 4. Learning curves showing the mean absolute error (MAE) for the energies obtained from standard and state
representations [A] along with corresponding scatter plots [B]. [C] Scans along the CN-bond elongation of the
methylenimmonium cation (left panel) and the rotation along the dihedral angle (right panel) computed with quantum
chemistry (QC, black continuous lines), KRR (blue dotted lines), and NNs (red dashed lines).

than for KRR without a representation for the electronic states (panel (A)). Similarly, NNs illustrated in
panels (D) and (E) show an improved ordering of data, when a representation for the electronic state is used.
The application of those models in surface-hopping dynamics, is assumed to lead to even more accurate
energy predictions, but requires the gradients as derivatives from ML potentials and as response properties
from KRR models. This approach needs further considerations, especially due to the high memory
consumption of KRR models, and will be the subject of future developments. Nevertheless, the results clarify
how an improved ordering of data can lead to higher prediction accuracy of ML models and thus highlight
the importance of the molecular representation in addition to the type of regressor.

4. Conclusion

In this paper, two frequently used ML regressors, namely KRR and NNs, are compared for their application
in excited-state molecular dynamics of CH2NH

+
2 . The role of the ML model in combination with different

representations of the molecular structure for the prediction of energies of the ground state as well as excited
states, corresponding forces, NACs between different states, and (transition) dipole moments, is investigated.
All ML models are able to learn the relation between a quantum chemical property and the molecular
structure, when the properties are treated separately from each other. Learning all properties at once leads to
significantly worse results and the learning of single properties can even be impeded when the cost function
includes all properties at once.

It is shown that the FCHL representation is in most cases superior to the matrix of inverse distances.
Encoding of the quantum energy level in the representation can further improve results and make multiple
outputs for KRR possible. The state encoding is shown for three electronic singlet states for KRR as well as
NNs. In both cases, the modification of the representation is necessarily accompanied by an enlargement of
the ML model, a larger kernel matrix in the case of KRR, and a larger input layer in the case of NNs. Principal
component analyses further show that an enhanced ordering of data points is obtained.
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Figure 5. Principal component analysis of the kernel matrices using the FCHL representation and the matrices obtained from the
last NN-layers with the inverse distance matrix. The left side gives results for KRR, whereas the right side shows results obtained
from NNs.

The NAC vectors pose a real challenge for ML models due to their peaked nature. The inclusion of the
energy gap of the coupled pair of states can improve the accuracy of KRR models, but does not allow for
more accurate NAC vectors in general. This is due to deteriorating effects of the errors in the energy gaps.

Finally, it is not obvious that one ML model outperforms the other. Different options, such as the size of
the training set and the computational power available, may favour different models. The faster
hyperparameter optimization for KRR and the higher model flexibility of NNs lets us recommend to use
KRR for first exploratory runs and NNs for final production runs of excited-state dynamics simulations. The
concept of wide and deep learning [71] is interesting for future applications, in the sense that different ML
models can be applied within one application to combine their distinct benefits.
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