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University of Cyprus, Nicosia, Cyprus; cLearning and Personalization Group, Honda Research Institute, 
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ABSTRACT
In many real-world scenarios, data are provided as a potentially 
infinite stream of samples that are subject to changes in the 
underlying data distribution, a phenomenon often referred to as 
concept drift. A specific facet of concept drift is feature drift, 
where the relevance of a feature to the problem at hand 
changes over time. High-dimensionality of the data poses an 
additional challenge to learning algorithms operating in such 
environments. Common scenarios of this nature can for exam
ple be found in sensor-based maintenance operations of indus
trial machines or inside entire networks, such as power grids or 
water distribution systems. However, since most existing meth
ods for incremental learning focus on classification tasks, effi
cient online learning for regression is still an underdeveloped 
area. In this work, we introduce an extension to the SAM-kNN 
Regressor that incorporates metric learning in order to improve 
the prediction quality on data streams, gain insights into the 
relevance of different input features and based on that, trans
form the input data into a lower dimension in order to improve 
computational complexity and suitability for high-dimensional 
data. We evaluate our proposed method on artificial data, to 
demonstrate its applicability in various scenarios. In addition to 
that, we apply the method to the real-world problem of water 
distribution network monitoring. Specifically, we demonstrate 
that sensor faults in the water distribution network can be 
detected by monitoring the feature relevances computed by 
our algorithm.
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Introduction

In many real-world scenarios, data is no longer provided as one set but as 
a potentially infinite stream of samples over time. These data streams often 
arise from physical systems, ranging from individual sensor measurements up 
to large-scale networks, like power grids or water distribution systems. Since 
physical processes often change over time, the general assumption that given 
data streams are independent and identically distributed does not hold 
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anymore. There are multiple phenomena that can be associated with changes 
in the data generating process over time. First, simple concept changes might 
occur, where novel concepts arise out of the data in unforeseen ways. If these 
concepts contradict each other, a situation that arises from a change in the 
distribution between the input and the output over time, one generally speaks 
of concept drift (Zliobaite, Pechenizkiy, and Gama 2016). Furthermore, con
cept drift in a data stream can happen localized in a specific subset of input 
features, a phenomenon called feature drift (Zhao and Sing Koh 2020). In 
contrast to concept drift, which is usually measured as change in prediction 
quality over time (Losing, Hammer, and Wersing 2018a), feature drift is 
generally measured as a change in relevance to a prediction problem of 
a feature over time (Barddal et al. 2017).

Real-world examples for these phenomena are for instance water distribu
tion networks (WDNs), where changed demand patterns and chance events 
such as leakages or sudden sensor faults affect the pressure dynamics of the 
system, and therefore, also affect the data streams obtained from sensor 
measurements that are processed by the monitoring of the network (Jakob 
et al. 2022; Pau, Khiari, and Denaro 2021; Yipeng and Liu 2017). Other areas 
where one encounters similar examples of concept drift are power grids 
(Castellani, Schmitt, and Hammer 2021; Oladeji, Zamora, and Tjing Lie  
2021), human-activity recognition (Andrade, Cancela, and Gama 2020), 
recommendation systems (Song, Tekin, and Van Der Schaar 2014) and the 
general area of robotics (Losing, Hammer, and Wersing 2015).

To counter the effects of changing data streams, non-static models that can 
adapt themselves over time are needed. Such models are provided by a sub- 
field of Machine Learning, called Incremental or Online Learning (Hoi et al.  
2021; Losing, Hammer, and Wersing 2018a). These methods continuously 
update their internal model, and therefore adapt somewhat automatically to 
changes in a data stream, which renders them a natural fit to many of the 
previously mentioned real-world problems.

Popular Online Learning methods include Hoeffding Trees (Domingos and 
Hulten 2000), the Online Perceptron (Rosenblatt 1958), Learning Vector 
Quantization (Grbovic and Vucetic 2009) or Neural Gas (Martinetz and 
Schulten 1991). However, even though these models can be trained incremen
tally, they are not automatically ideally suited for problems related to concept 
drift. Therefore, unique frameworks, like the Self Adjusting Memory (SAM), 
in combination with the kNN classifier (SAM-kNN) (Losing, Hammer, and 
Wersing 2016), that was specifically developed for concept drift, often take the 
lead for problems regarding drift phenomena.

One last challenge for incremental models in real-world applications is 
high-dimensional data (Vijayakumar, D’souza, and Schaal 2005). Since online 
models like the SAM framework are often distance-based, high-dimensionality 
of the data increases the computational cost significantly. This poses 

APPLIED ARTIFICIAL INTELLIGENCE e2198846-1077



a problem, when real-world applications lack the proper hardware to facilitate 
very fast computations, like for example on mobility devices.

Overall, most works in the drift domain deal with classification tasks only. 
Although there are a few methods for regression settings (Jakob, Hasenjäger, 
and Hammer 2021; Yan et al. 2012; Yang et al. 2016), this area is still under
developed compared to classification.

Our contributions In this work, we consider the memory-based SAM 
architecture (Losing, Hammer, and Wersing 2018b), which has originally 
been proposed for classification tasks in combination with the kNN algorithm 
(Losing, Hammer, and Wersing 2016). We recap a variant of SAM for regres
sion that was published by us in a previous contribution (Jakob et al. 2022), 
and based on that, we propose an extension of SAM, called SAM-MLKR, that 
introduces metric learning into the regression framework in order to improve 
the prediction quality, gain insights into feature relevances and facilitate 
dimensionality reduction. We extensively evaluate the proposed method on 
artificial toy data and subsequently apply it to the real-world problem of water 
distribution network monitoring. Here, we show that our new method out
performs the old one with regard to modeling and prediction quality. 
Additionally, we demonstrate that sensor faults in a water network can be 
detected by the inspection of feature relevances over time, which is an 
approach that differs considerably to the state of the art in that field.

The remainder of this work is structured as follows: First, we review related 
workand metric learning. After that, we introduce the SAM-kNN architecture 
and our proposed extension SAM-MLKR. Then, we describe our methodology 
and empirically evaluate our method. Towards the end, the results and their 
implications are discussed and their limitations as well as possibilites for future 
works are stated. Finally, the paper comes to an end with a short summary and 
conclusion.

Related Work

Due to the popularity of the SAM-(kNN) architecture, a number of extensions 
and improvements have been published in recent times. Some of these pro
posals aim at directly increasing the performance, while others deal with some 
specific peculiarities of certain data configurations.

Losing et al. (2020) develop an ensemble of SAM, which is based on 
a randomized bagging scheme and an active drift detector, to deal with 
multiple concepts and abrupt drift scenarios. Vaquet and Hammer (2020) 
propose a sampling strategy called Informed Downsampling that allows SAM 
to retain its high performance even when the data is heavily imbalanced. In 
Göpfert, Hammer, and Wersing (2018), a reject option is added to SAM, that 
enables the algorithm to abstain from prediction whenever the outcome is 
likely to be inaccurate. This can have a substantial benefit on model 
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performance and it also allows the algorithm to be used in safety-critical 
environments. Furthermore, Roseberry, Krawczyk, and Cano (2019) develop 
the ML-SAM-kNN approach, which adapts the framework for multi label 
classification under concept drift. In Yamaguchi et al. (2018), an extension 
of SAM to facilitate time-series prediction is presented. Jakob et al. (2022) 
introduce SAM for regression scenarios, which serves as the basis of this paper. 
Finally, Kummert, Schulz, and Hammer (2023) propose SAM-LMNN, an 
enhancement of SAM with the Large Margin Nearest Neighbor (LMNN) 
(Weinberger and Saul 2009) approach for metric learning in the classification 
realm. This is strongly related to what this paper presents for regression 
scenarios.

With regard to the water network domain, the following publications are 
related to ours: The work (Vrachimis et al. 2020) introduces the WDN that 
serves as the basis for our real-world data set, while the simulation that 
produces the actual data is taken from (Klise, Murray, and Haxton 2018). 
An overview of leak detection approaches in WDNs is given by (El-Zahab and 
Zayed 2019). Another overview, that focuses on data-driven methods for leak 
detection can be found in (Yipeng and Liu 2017). Common examples for the 
state of the art in leakage detection are Eliades and Polycarpou (2012) and 
Santos-Ruiz et al. (2019), but both of these approaches are from the offline 
domain. An online approach to the problem is presented in Pau, Khiari, and 
Denaro (2021), but this publication focuses on the implementation of local 
systems on specific micro controllers instead of global systems that have access 
to data from the whole WDN. In contrast to that, we presented a global 
approach in Jakob et al. (2022) and also pursue that kind of system in this 
publication. Regarding the problem of sensor fault detection, there is a body of 
related work from control theory (Reppa, Polycarpou, and Panayiotou 2016,  
2013) but not much from the machine learning domain. Bouzid and Ramdani 
(2013) utilize local PCAs to detect sensor faults but does not work incremen
tally. Finally, Vaquet et al. (2022) present a residual-based online approach to 
the problem that facilitates fault detection in a different way as the approach 
developed in this publication.

Metric Learning

In many machine learning models, the measure of a distance between input 
samples is required in order to gather information about the differences 
between these data points. Most commonly, standard metrics like the 
Euclidean or Manhattan distances are applied. However, it is also possible to 
learn a specific metric for any given data set (Bellet, Habrard, and Sebban 2013; 
Kulis 2012). These types of metrics are called Mahalanobis distances and they 
generally take the following form: 
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Dðx; yÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðLx � LyÞTðLx � LyÞ
q

(1) 

From this formula, one can infer, that a Mahalanobis distance is the same as 
the Euclidean distance, taken after a linear transformation of the input space. 
This transformation is defined by the transformation matrix L and if L ¼ 1, 
then the standard Euclidean distance is recovered. Another way of parameter
izing a Mahalanobis distance is using a positive semi-definite matrix M: 

Dðx; yÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðx � yÞTMðx � yÞ
q

(2) 

where M ¼ LTL.

MLKR

Most Mahalanobis metric learners from the literature are from the classifica
tion realm. However, Metric Learning for Kernel Regression (MLKR) 
(Weinberger and Tesauro 2007) is a popular metric learner for regression 
problems. Kernel Regression estimates an output ŷi through 

ŷi ¼

P
j�i yjκij
P

j�i κij
(3) 

where κij ¼ κðxi; xjÞ � 0 is the kernel function. MLKR uses a Gaussain kernel 
with σ ¼ 1, leading to 

κðxi; xjÞ ¼ e� xi� xjk k
2

(4) 

From there, MLKR substitutes the Euclidean distance withing the kernel for 
a Mahalanobis distance utilizing M ¼ LTL: 

dðxi; yiÞ ¼ Lðxi � xjÞ
�
�

�
�2 (5) 

Then, gradient descent is performed with respect to L, using the squared loss: 

L ¼
X

i
ðyi � ŷiÞ

2 (6) 

In this way, MLKR learns a Mahalanobis distance metric by directly minimiz
ing the leave-one-out-regression error. Since, Kernel Regression computes its 
output as the average of all samples, weighted by the kernel function of their 
distance to the query point, it is very similar to the distance weighted kNN 
used by SAM. Therefore, it is possible to directly utilize the Mahalanobis 
distance from MLKR for computations in SAM.
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Feature Relevance

The entries mii on the diagonal of the parameterization matrix M can be 
interpreted as the importance or the relevance of the corresponding 
features fi (Hammer and Villmann 2002; Schneider, Biehl, and 
Hammer 2009). This can be seen, by recalling that MLKR learns the 
transformation L in such a way as to minimize the regression error, 
which means that the input features are weighted with respect to the 
regression problem. When a sample x is transformed by L through 
x̂ ¼ L � x, the weightings of feature fi of x are given by the i-th column 
of L. Therefore, when the parameterization matrix M is computed 
through M ¼ LTL, the squared sum of all weightings of feature fi will 
be given as the diagonal entry mii of M. Overall, the complete informa
tion of the transformation L is aggregated on the diagonal of M. In the 
following, we will refer to the diagonal entries of M as feature relevance.

Metric Smoothing

Depending on small sample sizes and also the order in which input 
samples are processed, the entries of the diagonal of M can fluctuate 
heavily over time. Therefore, Kummert, Schulz, and Hammer (2023) 
suggest a smoothing of the metric under consideration of previously 
computed parameterization matrices. The formula for the smoothing 
process is given as 

Mt
smoothed ¼

γ �Mt þ γ2 �Mt� 1 þ . . .þ γw �Mt� ðw� 1Þ

γþ γ2 þ . . .þ γw ¼

Pw� 1
i¼0 γiþ1 �Mt� i
Pw

i¼1 γi

(7) 

where is γ is the smoothing decay and w is the size of the smoothing window, 
which governs how many past parameterizations are taken into account in the 
smoothing process.

Dimensionality Reduction

The transformation matrix L has the dimensions ðm; nÞ, where m is the 
dimension of the embedded space and n is the number of features of the 
input data. Usually, m is equal to n, which results in a transformation to 
a space with the same number of dimensions as the input. However, m can 
also be constraint to be lower than n, which achieves supervised 
Dimensionality Reduction (Kulis 2012). The number of embedded dimen
sions m can either be set directly, for example using some domain knowl
edge or, it can be inferred from a specific relevance threshold. In the latter 
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case, a threshold factor α 2 ½0; 1� is set, which is then applied to the 
difference between the largest and the lowest relevance value. If this 
difference is then subtracted from the maximum value, the result is 
a threshold for the relevance. The number of features with higher relevance 
than the threshold is then assigned to m.

SAM-kNN

The Self Adjusting Memory (SAM) (Losing, Hammer, and Wersing 2018b) is 
an architecture for incremental learning, that can handle concept drift in 
a data stream. The original version was devised for classifications problems 
under utilization of the kNN algorithm. In the following section we will first 
recap the basic model and then explain its adaption for regression problems. 
Afterward, we introduce SAM-MLKR, an extension of SAM with metric 
learning. At the end of the section, we will give a brief overview of all the 
versions of SAM that we evaluate in our experiments.

Basic Model

The principal approach of SAM is based on two distinct internal memories, 
the Short-Term (STM) and the Long-Term memory (LTM). Hereby, the STM 
at any given time point t, is a dynamic sliding window over the last m samples, 
that is supposed to only hold the most recent concept of the data stream: 

MST ¼ fðxi; yiÞ 2 R n � R j i ¼ t � mþ 1; . . . ; tg (8) 

The LTM, on the other hand, is a collection of p samples, which holds older 
concepts, that do not contradict the STM and might still be of use in the future: 

MLT ¼ fðxi; yiÞ 2 R n � R j i ¼ 1; . . . ; pg (9) 

Additionally, there is the combined memory (CM), which is a simple union of 
the STM and the LTM: 

MC ¼ MST [MLT (10) 

Each of the three memories induces a kNN predictor that can be used 
independently from the others. To determine which kNN is used for every 
new incoming data sample, the Interleaved-Train-Test-Error (ITTE) on the 
last n data samples is tracked for all three sub-models and the one with the 
lowest current ITTE is chosen.

Model Parameters
The algorithm has three parameters that are continuously adapted during 
deployment:
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(1) The size m of the STM sliding window
(2) The data samples in the LTM
(3) The ITTEs of the three sub-models

Additionally, there are four hyperparameters that can be chosen robustly and 
are set before deployment:

(1) The number of neighbors k
(2) The minimum size Smin of the STM
(3) The maximum size Smax of the STM
(4) The maximum size Lmax of the LTM

Model Adaption
Whenever a new data sample arrives, it is added to the STM, which means that 
this memory grows continuously until Smax is reached. When that happens the 
oldest sample of the STM is dropped for each new incoming instance. 
However, since the STM is supposed to hold only the most recent concept, 
a reduction of the STM window size is performed on a regular basis. This is 
facilitated by testing smaller window sizes at every iteration and choosing the 
one that is optimizing the ITTE. Tested windows are: 

Ml ¼ fðxt� lþ1; yt� lþ1Þ; . . . ; ðxt; ytÞg (11) 

where l 2 fm;m=2;m=4 . . .g and l � Smin. 

MSTtþ1 ¼ argmin
S2fMm;Mm=2;...g

EðSÞ (12) 

Whenever the STM is shrunk in size, the data samples Ot that fall out of the 
sliding window are not discarded. 

Ot ¼ MSTtnMSTtþ1 (13) 

Instead, they undergo a cleaning process, and those, that are still consistent 
with the new STM are added to the LTM. Afterward, the whole of the LTM is 
cleaned as well, to ensure consistency with the STM at all times. When the 
LTM reaches its maximum size, samples get discarded in a way that ensures 
minimal information loss.

SAM-kNN Regression

Up to the basic structure of the model adaption, SAM-kNN Regression works 
in the exact same way as the original version for classification. The two main 
things that have to be modified are the cleaning process for samples in the sets 
O and MLT , as well as the compression of the LTM when its maximum size is 
reached. Hereby, the principles of the cleaning process stay the same as in 
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SAM but the objective of how to determine the samples that need to be 
discarded has to be defined differently.

Cleaning Process
The process to clean a set of samples with respect to the STM is defined in the 
following way:

A set A is cleaned by another set B regarding an example ðxi; yiÞ 2 B 

clean : ðA;B; ðxi; yiÞÞ7!Â (14) 

where A;B; Â � R n � R and ðxi; yiÞ 2 B.
Â is defined in five steps:
(1) Determine the k nearest neighbours of xi in Bnðxi; yiÞ and find the 

maximum distance 

Δ�x ¼ maxfdðxi; xÞ j x 2 Nkðxi;Bnðxi; yiÞÞg (15) 

(2) Compute the maximum weighted difference of yi and y 2 Nkðxi;Bnðxi; yiÞÞ

Δ�y ¼ max
yi � y

e
xi � x
Δ�x

 !

j y 2 Nkðxi;Bnðxi; yiÞÞ

( )

(16) 

(3) Determine all samples in A that are within Δ�x of xi 

C ¼ fðx; yÞ 2 A j dðxi; xÞ<Δ�xg (17) 

(4) Compute the weighted differences of yi and y 2 C 

Δy ¼
yi � y

e
xi � x
Δ�x

 !

j y 2 C

( )

(18) 

(5) Discard samples from C that have a larger weighted difference 
than Δ�y 

Â ¼ Anfðx; yÞ 2 C j ΔyðxÞ >Δ�yg (19) 

Furthermore, the cleaning operation for the full set B 

clean : ðA;BÞ7!ÂjBj (20) 

is defined by iteratively applying the former cleaning for all ðxi; yiÞ 2 B 

Â0 ¼ A 

Âtþ1 ¼ cleanðÂt;B; ðxtþ1; ytþ1ÞÞ

In summary, when the STM is shrunk in size, the process to clean the 
discarded set Ot is described by the operation: 
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cleanðOt;MSTtþ1Þ (21) 

After that, the LTM is cleaned as well: 

cleanðMLTt ;MSTtþ1Þ (22) 

Compression of the LTM
When new samples are added to the LTM while it reaches maximum capacity, 
old samples need to be discarded. In order to keep the information loss 
minimal, samples are not discarded directly, but the closest two instances in 
the LTM are combined together through their mean values. This is done in an 
iterative process, one after another until jMLTj< Lmax again.

SAM-MLKR

In the last section, we gave an overview of the SAM approach and described 
the changes that have to be made in order to adapt the original version to 
regression problems. Now, we will introduce an extension of SAM, called 
SAM-MLKR, in which we enhance the regression version of SAM with metric 
learning.

Objectives
The reasons for this extension are threefold: First, metric learning can lead to 
a significant improvement in prediction quality (Bellet, Habrard, and Sebban  
2013; Kulis 2012). In addition to that, it is capable of delivering insights into 
the relevance of different input features which enables interpretability in the 
sense of explainable AI. Finally, metric learning provides the possibility of 
dimensionality reduction, which reduces the computational effort, especially 
in distance-based models like the kNN.

Model Changes
In the original version of SAM, the Euclidean distance is used for all 
distance measurements that are computed internally. SAM-MLKR aims to 
replace the Euclidean distance by a distance measure obtained through 
metric learning. The way in which this replacement is optimally facilitated 
depends on the objective of the user. If, the main objective is simply to 
maximally improve the prediction quality, then two separate metrics, one 
for the STM and one for the LTM are the most promising setup. However, 
this incurs higher computational costs then any other possible configura
tion. Furthermore, if the objective is more in the line of interpretability, 
then a single metric, computed on the contents of the STM over time, is 
sufficient. The same holds true for an objective that includes adequate 
dimensionality reduction. The reason for this is, that the STM holds 

APPLIED ARTIFICIAL INTELLIGENCE e2198846-1085



every incoming data sample for at least Smin time steps, meaning that all the 
relevant information with regard to feature importance passes through the 
STM over time. In addition to that, it induces the most important pre
dictor. The LTM can only provide a benefit in the face of reocurring 
concepts in the data stream. However, this benefit is always time limited, 
because with every newly incoming instance, the STM builds up the 
important information of the current concept by itself. This means, that 
overall, the STM makes up the memory that is used most of the time for 
prediction. Therefore, a metric, that is based on its contents, is still applic
able for SAM as a whole. So, even though other approaches are possible, we 
will concentrate only on models that use a single metric based on the STM 
in our experiments.

With regard to algorithmic procedure, the learned metric is computed 
during model adaption but with a lower frequency than exhibited by the 
incoming data samples. If a model utilizing dimensionality reduction is cho
sen, then the optimal number of reduced features is inferred from a relevance 
threshold, which is applied to the computed relevances of the previous metric.

Model Parameter Changes
The model parameters described in Section 4.1.1 are retained in SAM-MLKR. 
However, depending on which exact version of SAM-MLKR is used, up to four 
additional hyperparameters are added to the model:

(1) The frequency σ of metric computation
(2) The smoothing decay γ and the smoothing window w
(3) The threshold of relevance α for dimensionality reduction

These hyperparameters can be chosen robustly, but their effects on certain 
objectives have to be considered. If the main objective is to gain insight into 
the feature relevance over time, then the frequency σ governs the resolution in 
time, on which changes to the relevance profile can be observed. The same is 
true for the hyperparameters of the metric smoothing approach. The longer 
the window length w, the longer it takes for clear changes in the relevance 
profile to manifest themselves.

Versions of SAM-MLKR
The different application possibilities introduced earlier lead to a number of 
five different models that we compare with regard to their behavior and 
applicability in different scenarios. An overview of these models is listed in 
Table 1. In summary, we will compare a vanilla version of SAM-kNN 
Regression without metric learning to four versions of SAM that utilize 
MLKR with different additional capacities.
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Methodology

After defining our new model we now want to evaluate its capabilities. Therefore, 
this section gives an overview of the methodology that we use to determine the 
strengths and weaknesses of the versions from Table 1 and the applicability of the 
overall approach to the real-world problem of water network modeling.

Toy Data

First, we evaluate the different versions of SAM on theoretical data sets with 
known ground truth. This evaluation is structured in four different parts: In the 
beginning we evaluate the prediction quality of all versions of SAM for multiple 
maximum sizes of the Short-Term Memory using a comparison of the Root-Mean 
-Squared-Error (RMSE). The section afterwards, evaluates the quality of the 
feature relevance computations by visually comparing several relevance plots 
with their respective ground truth. Next, we evaluate different schemes for 
dimensionality reduction, again through visual inspections of specific plots. 
Finally, we summarize the findings of the previous comparisons and determine 
the specific version of SAM that is to be used in the real-world application.

Real-World Application

With regard to the real-world problem, we evaluate our method in the following 
way: Based on the water network simulation described earlier, we create five 
different scenarios for a 3-month period of pressure dynamics in a water dis
tribution network. Each scenario contains concept drift, which is induced 
through the inclusion of leaks in the simulation. Furthermore, each scenario 
contains a different sensor fault, that occurs at a random pressure sensor inside 
the network. We evaluate the predictive quality of our new approach by compar
ing it to the vanilla version of SAM via RMSE. Hereby, we build a different 
predictive model for each pressure sensor in the network and average their 
RMSEs for each scenario. Furthermore, to evaluate how dimensionality reduction 
can be used in this application, we also include a SAM model that employs 
a reduction of the input dimension into the RMSE comparison. Finally, we 
evaluate the feature relevance computation of our model by visually examining 

Table 1. Different versions of SAM-kNN Regression that are compared in the 
experiments.

Name Description

SAM Vanilla SAM without metric learning
SAM-M SAM with MLKR
SAM-M-S SAM with MLKR and metric smoothing
SAM-M-R SAM with MLKR and dimensionality reduction
SAM-M-SR SAM with MLKR, metric smoothing and dimensionality reduction

APPLIED ARTIFICIAL INTELLIGENCE e2198846-1087



the relevance of a sensor that experiences a fault and comparing the time of the 
changes to the relevance with the true onset time of the fault in question.

Experiments

In this section, we first evaluate the different versions of SAM-MLKR on 
theoretical toy data sets with known ground truth. Afterward, we apply our 
model to a real-world application from the water domain.

Toy Data

Data Sets
An overview of all four toy data sets is given in Table 2. Each set has 10 features 
and contains 10,000 samples. In the first set, only one feature is relevant to the 
prediction problem. In the second set, two features are relevant, but with 
different degrees (one feature is slightly more relevant than the other). In 
the third set, all features are relevant overall, but only one feature is relevant at 
any given time and each feature is relevant for only 1000 consecutive samples 
in the data stream. In the last set, again two features are relevant, but this time 
the relevance of one feature diminishes over time while the relevance of the 
other one increases.

Evaluation of Results
The results in terms of the Root-Mean-Squared-Error (RMSE) are listed in 
Table 3 and visualized in Figure 1. We report the RMSEs of all models for three 
different maximum STM sizes Smax 2 ½50; 250; 500�. In addition to that, two 
different RMSE values corresponding to two different dimensionality reduc
tion schemes are shown in the plots.

Overall, one can see, that the introduction of metric learning to SAM 
improves the prediction quality for all data sets and all STM sizes. The 
exact effects of each model on the RMSE is described in the following 
paragraphs.

SAM: The vanilla version of SAM is the worst performer of all tested 
models. Naturally, larger STM sizes correspond to better overall performance.

SAM-M: When metric learning in the form of MLKR is introduced, 
a significant improvement of prediction quality can be observed. This 
improvement is largest for data sets with static and continuously changing 

Table 2. Description of toy data sets.
Name Dim Size Description

One Relevant 10 10000 Only one feature is relevant
Two Relevant 10 10000 Only two features are relevant
Abrupt Drift 10 10000 All features are relevant over time
Continuous Drift 10 10000 Two features relevant with changing degree
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(a) One Relevant (b) Two Relevant

(c) Abrupt Drift (d) Continuous Drift

Figure 1. RMSE values for all SAM versions on all toy data sets. Different colors correspond to 
different maximum STM sizes. Dark and light shadings correspond to different thresholds for 
dimensionality reduction.

Table 3. RMSE rates on toy data sets with feature drift for all versions of SAM. Errors are given for 
maximum STM sizes of 50, 250 and 500 data points.

Data set SAM SAM-M SAM-M-S SAM-M-R SAM-M-SR

STM size 50
One Relevant 1:802 0:719 0:570 0:265 0:243
Two Relevant 0:257 0:104 0:089 0:071 0:054
Abrupt Drift 1:856 1:084 1:362 1:001 1:249
Continuous Drift 0:296 0:118 0:101 0:098 0:069
STM size 250
One Relevant 1:369 0:206 0:206 0:205 0:205
Two Relevant 0:1938 0:029 0:029 0:028 0:028
Abrupt Drift 1:712 1:371 1:471 1:368 1:503
Continuous Drift 0:223 0:040 0:048 0:043 0:047
STM size 500
One Relevant 1:227 0:205 0:205 0:204 0:204
Two Relevant 0:172 0:028 0:028 0:027 0:027
Abrupt Drift 1:914 1:768 1:887 1:799 2:015
Continuous Drift 0:201 0:044 0:051 0:047 0:049
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features. For abruptly changing features this effect diminishes but can still be 
observed.

SAM-M-S: Metric smoothing only has a benefit for small STM sizes on data 
sets with static or continuously changing features. When larger STM sizes are 
considered, there is no improvement in prediction quality compared to metric 
learning without smoothing. For data sets with abruptly changing features, 
one has to note, that metric smoothing actually diminishes the prediction 
quality in comparison to standalone metric learning.

SAM-M-R: Dimensionality reduction is not supposed to lead to any 
improvements in the RMSE. However, a correct reduction should not 
diminish the prediction quality either. In the plots, we show the results 
for two different reduction schemes. One, where a threshold of at least 50%

of the relevance of the most important feature is applied and another one, 
where we always reduce to two dimensions. For static features, the reducing 
of dimensions is no problem at all, regardless of which specific reduction 
strategy is applied. For small sizes of the STM one can even observe a small 
improvement of the RMSE. Larger STM sizes do not lead to such an 
improvement but there is no decline either. For non-static data sets on 
the other hand, the outcome depends on the reduction strategy. When we 
constantly reduce down to two dimensions, then the results are in line with 
those of the static data sets. However, if a threshold is used and the number 
of leftover features is determined from that, then a considerable increase of 
the RMSE can be observed.

SAM-M-SR: The final model employs dimensionality reduction as well, but 
this time on a smoothed metric. The outcome for static data sets is the same as 
without metric smoothing. However, when the data sets with non-static 
features are considered the results change. Interestingly, now even the reduc
tion strategy of always reducing down to two dimensions can yield worse 
results than applying the same strategy without metric smoothing. For the 
reduction strategy that is based on a threshold, the results are even worse. 
Here, it is now possible, that the RMSE increases even beyond the error of 
SAM without any kind of metric learning.

Evaluation of Feature Relevance
In the following, we will evaluate the outcome of the feature relevance com
putations for both approaches, plain metric learning and metric smoothing. 
To do that in adequate detail, we will consider data sets with different behavior 
of features separately.

Static Features Figure 2 shows four relevance plots for the Two Relevant 
data set. In this set, the first feature contributes 40% to the total relevance 
while the second feature contributes 60%. These two features are plotted in 
blue and orange, respectively. All other features are irrelevant to the regression 
problem.
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Plot (a) shows the computed relevance over time from SAM-M, a model 
without metric smoothing. One can see, that there is a clear difference in 
relevance between the first two features and the others. Also, the orange 
feature seems to be more relevant than the blue one for most of the time, 
although it sometimes can be hard to tell.

Plot (b) shows the same data as (a) but this time the relevance values are 
normalized by the value of the most important feature at each time step. This 
means that the most relevant feature at any given point in time will have the 
value 1 while the others will have values below that. In this fashion, it is 
possible to see, that overall, the computation of the relevance is adequate, 
but for some points in time, the blue feature is judged as more important than 
the orange one, which is not in agreement with ground truth.

The other two plots, (c) and (d), show the same information as (a) and (b), 
but for the model SAM-M-S, meaning a model with metric smoothing. In 

(a) Relevance (b) Normalized Relevance

(c) Smoothed Relevance (d) Normalized Smoothed Relevance

Figure 2. Different Relevance plots for the Two Relevant data set. (a) shows the relevance over 
time as computed by MLKR. (b) shows the same data as (a) but all values are normalized by the 
maximum value of each time step. (c) shows the relevance under a smoothed metric. (d) shows the 
same data as (c) but again normalized.
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those plots, the computed relevances are a lot smoother and also clear differ
ences between the two relevant features can be observed now, a behavior that 
is in exact agreement with ground truth.

Continuous Drift: The relevance plots for the Continuous Drift data set are 
shown in Figure 3, where all subplots are arranged in the same way as described 
for Figure 2. In this set, the first feature (plotted in blue) continuously increases 
its relevance from 0% to 100% over the course of the data stream. At the same 
time, the second feature (plotted in orange) decreases its relevance from 100% to 
0%. All other features are irrelevant to the regression problem.

Plots (a) and (b) show the expected behavior of the relevance values over time, 
with a region between time points 4500 and 5500 where the two features have 
roughly the same relevance, cumulating in a definitive switch of both features for 
the rest of the data stream.

(a) Relevance (b) Normalized Relevance

(c) Smoothed Relevance (d) Normalized Smoothed Relevance

Figure 3. Different Relevance plots for the Continuous Drift data set. (a) shows the relevance over 
time as computed by MLKR. (b) shows the same data as (a) but all values are normalized by the 
maximum value of each time step. (c) shows the relevance under a smoothed metric. (d) shows the 
same data as (c) but again normalized.
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Plots (c) and (d) now show a slightly different picture. The time point at 
which both curves meet, is now significantly offset to the right. In other words, 
the time point on which both features appear to have the same relevance is 
much closer to the 6000 mark instead of the 5000 mark, where it should be 
according to ground truth. The reason for this is metric smoothing. Since, in 
the smoothing process, the relevance values of many past computations are 
taken into account, and the change of the features is continuous, the curves 
computed from a smoothed metric learner will display the correct behavior 
overall, but with a delay in time of significant events like the switching of 
highest relevance between the two features.

Abrupt Drift: Figure 4 shows relevance plots for the Abrupt Drift data set. 
In this set, only one feature is relevant at any given time, but every feature is 
relevant for 1000 consecutive points in time.

(a) Relevance, STM 50 (b) Relevance, STM 500

(c) Smoothed Relevance, STM 50 (d) Smoothed Relevance, STM 500

Figure 4. Different Relevance plots for the Abrupt Drift data set. (a) shows the relevance over time 
as computed by MLKR for a maximum STM size of 50. (b) shows the same as (a) but for a maximum 
STM size of 500. (c) shows the relevance under a smoothed metric, for a maximum STM size of 50. 
(d) shows the same data as (c) but again for a maximum STM size of 500.
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Plot (a) shows the relevance over time for a SAM-M model with 
a maximum STM size of 50. In comparison to that, plot (b) shows the 
relevance for the same model but with a maximum STM size of 500. One 
can observe two things from that. First, the larger the STM can potentially be, 
the more often it can happen that a significant number of instances in the STM 
has another relevant feature than the rest of the STM. This confuses the metric 
learner and leads to significantly higher relevance values overall, as can be seen 
from the little hills at the transition points of relevant features. Furthermore, 
larger STMs cause a similar delayed distortion of the relevance picture as the 
smoothed metric in the continuous example.

Plots (c) and (d) show the same as (a) and (b) but now for a model with 
metric smoothing. As can be seen from the plots, the smoothing process leads 
to the relevance picture being perceived as continuously changing instead of 
the abrupt changes that are given by ground truth. In addition to that, one can 
see that larger STM sizes exacerbate the problem of delayed relevance distor
tion that was already observed for the Continuous Drift data set.

Evaluation of Dimensionality Reduction
As described above, there are two different ways of adjusting to how many 
leftover dimensions the algorithm reduces. Using a threshold value, has the 
theoretical benefit of the algorithm being able to using different numbers of 
leftover dimensions during deployment, just in the way as they are needed. 
However, this strategy can also lead to problems, as visualized in Figure 5.

Plot (a) shows the threshold strategy under a model without metric smooth
ing. Here, everything is fine. The model always reduces down to only one 
leftover dimension and correctly weighs the right features for each point in time.

However, if the same is done for a model with metric smoothing as shown 
in plot (c), then the already familiar delayed relevance distortion prompts the 
model to reduce to incorrect features around the points of relevance transition 
in the stream. This in turn has an adverse effect on the prediction quality 
because the only feature that is important to the output gets canceled out for 
a significant number of points in time.

This can of course be mediated, by using a different strategy, that sets 
a specific number of leftover dimensions for the whole operation as shown 
in plot (d). Here, one can observe that while the delay effects are unchanged, 
through the higher number of chosen features, the correct ones are still almost 
always preserved.

On the other hand, the second strategy can also have negative effects if 
combined with a non-smoothed model as shown in plot (b). Here, no gain in 
prediction quality is made with respect to (a), but the number of leftover 
features has doubled which has a negative effect on computational cost.
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Overall Evaluation of the Versions of SAM-MLKR
In the last sections, we described the behavior of the different versions of SAM 
with regard to multiple objectives. In summary, we come to the following 
conclusions.

Metric Learning: The introduction of MLKR into the SAM framework is 
a clear and definite improvement that in its simplest form can lead to sub
stantial gains in prediction quality, but also enables interpretability as well as 
dimensionality reduction.

Metric Smoothing: The process of smoothing the metric is especially 
beneficial for small STM sizes but with regard to relevance interpret
ability it can also deliver much better insights for large STM sizes. 
However, this is only true for situations in which the relevance of 

(a) Reduced Features, Alpha = 0.5 (b) Reduced Features, Alpha = 2

(c) Smooth Reduced Features, Alpha = 0.5 (d) Smooth Reduced Features, Alpha = 2

Figure 5. Different Dimensionality Reduction plots for the Abrupt Drift data set. All plots show 
a point in the grid for each feature that was left over after dimensionality reduction at any given 
point in time. (a) and (c) show a reduction strategy where the number of leftover features is 
determined by a threshold. (b) and (d) show a strategy where we always reduce down to two 
leftover features. Again, the top row shows the situation without metric smoothing, while the 
bottom row shows the other side.
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features is stationary. As soon as non stationary features are expected to 
be present in a data set, one should abstain from metric smoothing 
because of the adverse effects of delayed relevance distortions.

Dimensionality Reduction: Metric learning can safely be used to 
reduce the number of dimensions whenever the data sets are stationary. 
In none stationary sets, it can also be used, but here, it should never be 
combined with metric smoothing because the delayed distortions will 
lead to imperfect reductions.

All in all, we will use the SAM-M-R model for the remainder of the 
paper, as it is best suited for the real-world task described in the next 
section.

Real-World Application

We created our model for an application in the Water Distribution Network 
(WDN) domain. In the following sections, we will describe the data, explain 
the objectives and present the results.

Data Set
We work on data that was generated from the L-Town Network (Vrachimis 
et al. 2020). This network is a benchmark WDN with three distinct areas: A, 
B and C, that is depicted in Figure 6(a). The largest of these areas is ’Area A,’ 
which forms the basis for our simulation. In this area, there are 661 consumer 
nodes, which are connected by a grid of 766 water pipes. In addition to that, 
there are 29 pressure sensors as depicted in Figure 6(b). The data are created 
by the simulation tool WNTR (Klise, Murray, and Haxton 2018), utilizing 
realistic demand patterns. We simulate different scenarios for a 3-month 
period, where the pressure sensors are sampled every 5 minutes. This creates 
data streams with 29 features and about 26,000 samples. Each scenario is 
unique and contains a water leak in the WDN, whose location and size differs 
across the different scenarios. These leaks introduce concept drift into the data 
which create the necessity for algorithms with corresponding capabilities. 
Furthermore, the scenarios contain simulated sensor faults, which break the 
pressure dynamics for specific input features. Sensor faults are usually simu
lated in one of five different ways in the literature (Vaquet et al. 2022). Sensors 
can put out random noise, shift to a constant output, drift to infinity, slowly 
converge to an arbitrary number or include an offset into their readouts. 
According to that, we evaluate our approach on five different scenarios that 
are described in Table 4.

General Challenges
In general, real-life WDNs need to be monitored constantly, in order to 
ensure, that they are capable of delivering water to every consumer at all 
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times. When leaks occur in the network, valuable drinking water is lost in 
potentially large quantities and the possibility of drinking water contamina
tion becomes an issue. Therefore, leaks have to be detected and localized by the 
monitoring system in order to find and repair them. Since a leak in a pipe 
causes pressure to fall off, it changes the pressure dynamics around the leak. 
This fact is used to detect leaks by training virtual sensors and comparing their 

(a) L-Town Network with three distinct areas. We concentrate on ’Area A’, which contains
661 nodes and 766 links.

(b) L-Town Pressure Sensors. ’Area A’ contains 29 pressure sensors.

Figure 6. L-Town Water Distribution Network as given by Vrachimis et al. (2020). (a) shows the 
different areas of the network. (b) shows the placement of pressure sensors inside the network.
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predictions with real-world measurements. When predictions and measure
ments start to deviate significantly, one can take this as an indication for 
a nearby leak (Eliades and Polycarpou 2012; Santos-Ruiz et al. 2019). However, 
since pipes are buried underground, and therefore, are not easily accessible, in 
practice it can take a long time until detected leaks are actually fixed. In that 
time, the models of the virtual sensors have to adapt themselves to the new 
pressure dynamics, in order to be able to detect additional leaks and to prevent 
reporting on the same leak over and over again. This means that some forms of 
incremental models have to be applied. In our last paper (Jakob et al. 2022), we 
showed that SAM-kNN Regression is up to that task. Since, the whole of WDN 
monitoring is hinged on physical sensors and their readouts, the question 
arises what happens if those sensors fail. Dealing with these kinds of scenarios 
is also an area of ongoing research (Vaquet et al. 2022).

Now, with the work in this paper, we want to combine the handling of those 
problems by leveraging the interpretability of SAM-MLKR.

Problem Setting
For a given scenario with 29 pressure features, we train virtual sensors for each 
feature by learning the pressure dynamics of a sensor from all other sensors in 
the network. This amounts to building a function fi : R 28 ! R that tries to 
predict the pressure at the ith sensor based on the last pressures of all other 28 
pressure sensors. We use SAM-M-R as a model for fi and utilize the feature 
relevance computations to detect sensor faults.

Results
The results in terms of RMSE are reported in Table 5. For any given scenario, 
we average the RMSE of all 29 virtual sensors as the prediction quality of 
a model for that scenario. We compare our old version of SAM with the new 
SAM-MLKR and also a version that reduces the dimensionality of the data 
from 28 down to 10. The results show, that SAM-MLRK outperforms the older 
version on all scenarios. Furthermore, we can show that it is possible to 
maintain the approximate level of prediction quality when we reduce the 
dimensionality by 65% which enables considerable savings in terms of com
putational cost.

Table 4. Description of the WDN scenarios used in the real-world 
experiment. The last column describes how a sensor fault is 
simulated in the data.

Name Dim Size Sensor fault

Scenario 1 28 26000 Random noise
Scenario 2 28 26000 Constant output
Scenario 3 28 26000 Drifts to infinity
Scenario 4 28 26000 Slowly converges
Scenario 5 28 26000 Offset
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Figure 7 shows the relevance computations for one virtual sensor in sce
nario 1. In this scenario, sensor 16 experiences a sensor fault, simulated 
through the output of random noise, after about half of the data stream.

(a) Feature Relevance for sensor 16. A sensor fault occurs at
about half time.

(b) Average normalized relevance for all features for
the time interval from the start of the data stream
until the sensor fault occurs.

(c) Average normalized relevance for all features for
the time interval from the occurrence of the sensor
fault until the end of the data stream.

Figure 7. Relevance of pressure sensors in scenario 1. (a) Relevance over time of the sensor experiencing 
the fault. (b) Relevance picture before the sensor fault (note, that sensor 16 is the most important). (c) 
Relevance picture after the sensor fault (note, that sensor 16 is the least important).

Table 5. Average RMSE rates for different versions of SAM. SAM-M-R 
reduces the dimension down to 10. The RMSE values are averaged 
over all virtual sensors in each scenario.

Data set SAM SAM-M SAM-M-R(10)

Scenario 1 1:843 1:669 1:675
Scenario 2 1:903 1:680 1:688
Scenario 3 1:715 1:493 1:501
Scenario 4 1:822 1:656 1:693
Scenario 5 1:778 1:624 1:638
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Plot (a) shows the relevance for the affected sensor over time. One can 
observe, that the sensor becomes irrelevant to the prediction model after the 
occurrence of the sensor fault.

Plot (b) shows the average normalized relevance for all features (or 
sensors) for the time interval from the start of the data stream until the 
sensor fault occurs. From that, it now becomes clear, that for the model of 
the virtual sensor in question, sensor 16 was the most important input 
overall.

However, when compared with plot (c), which shows the same averages for 
the time interval from the sensor fault until the end of the stream, one can see, 
that from the time the sensor fault occurs, the model completely ignores 
sensor 16 and instead assigns more relevance to other sensors, like sensor 2 
for example.

All in all, this shows, that sensor fault detection is possible by monitoring 
the feature relevances of virtual sensors in a WDN monitoring system. This 
kind of detection is possible for all sensor faults that completely break the 
pressure dynamics, like in scenarios 1–4. In scenario 5, it depends on how 
large the offset is. For small offsets within the same magnitude of normal 
values it is not possible to detect the sensor fault with feature relevance 
monitoring. However, when higher magnitudes are considered it becomes 
possible again.

Discussion and Implications

Within the SAM family of algorithms, SAM-LMNN (Kummert, Schulz, and 
Hammer 2023) introduced metric learning to the framework, albeit only in the 
context of classification problems. In our toy data experiments we showed, 
that the same benefits that were observed by the authors of SAM-LMNN, 
namely a potential improvement in prediction quality as well as the possibility 
to gain insights into feature relevances, can be obtained in a regression setting 
as well. In the same vein, we were able to show, that the metric smoothing 
approach from SAM-LMNN can have the same benefits on prediction quality 
and relevance visualization for our approach. However, in contrast to the 
SAM-LMNN publication, we also showed that there is a limit to the usefulness 
of metric smoothing, especially in the presence of feature drift and when the 
objective is related to localizing sudden feature drift in time. Furthermore, all 
SAM algorithms are usually build on distance-based methods like the kNN, 
which suffer from computational issues when the memories become large and 
the data dimension is high. The approach presented in this paper, is the first to 
address this issue by enabling dimensionality reduction in a cost-effective way.

With regard to the real-world application, we used our algorithm to model 
the pressure dynamics of a water distribution network (WDN). Usually, this 
kind of modeling is used to facilitate residual-based leakage detection by 
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comparing the predictions of the model to the readouts of the sensors and 
raising alarms when those values deviate significantly (Eliades and Polycarpou  
2012; Santos-Ruiz et al. 2019). Since, the common approaches from the 
literature use offline models that cannot adapt to different pressure dynamics 
over time, we showed in our previous publication (Jakob et al. 2022) that the 
vanilla version of SAM-kNN for regression works better for the problem of 
leakage detection than common static approaches.

In this publication, we enhanced the vanilla version through metric learn
ing, and showed that the modeling quality of the new algorithm is higher, 
while the computational effort can be reduced through dimensionality reduc
tion. Most prominently, we showed that the new approach enables gaining 
insights into the relevances of individual sensors in the WDN. This is impor
tant, because water network modeling completely relies on sensor measure
ments to obtain correct information about the network. Therefore, sensor 
faults that randomly occur over time, pose a big challenge for any monitoring 
system. Models for sensor fault detection in WDNs mostly come from control 
theory but not from the machine learning realm (Reppa, Polycarpou, and 
Panayiotou 2016, 2013). The approach in (Bouzid and Ramdani 2013) utilizes 
local PCAs to facilitate the task, but analogous to the state of the art in leakage 
detection, this method is not incremental. The most recent method for hand
ling sensor faults is Vaquet et al. (2022). Similar to common leakage detection 
approaches, this algorithm is residual based. In contrast to that, we showed 
that sensor fault detection is also possible by monitoring the feature relevance 
information given by a metric learning approach over time. Since, water 
distribution pipes are underground and not easily accessible, replacing 
a broken sensor is often associated with high costs. Therefore, users want to 
be very sure, that a sensor in question is indeed broken and not just a false 
alarm. Having multiple approaches, that detect sensor faults based on entirely 
different information, can therefore lead to more stable predictions in practice.

Limitations and Future Work

As mentioned earlier, there is a limitation of our method for the specific 
case represented by scenario 5. In this scenario, a sensor fault is simulated 
as a numerical offset of the readouts. This simulation does not break the 
pressure dynamics of the sensor which makes it hard to detect for our 
method. In fact, when the offset is very low (e.g. in the range of only 
a few percent of the magnitude of the signal) then it is impossible to detect 
it. However, sensor faults on this scale do not pose a problem for the 
overall monitoring task and can therefore be neglected. On the other hand, 
when the offset is very large (e.g. several magnitudes greater than the 
signal), detection is not a problem anymore. So far we have not tested in 
which threshold range the switch between both possibilities occurs. 
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Therefore, based on such an evaluation, future work could determine 
whether this limitation can be ignored for a live system or if the specific 
scenario has to be solved with a different approach.

On a more general level, we like to point out, that the original SAM 
framework is a strict online learner, which means that internal updates are 
made with every new sample that arrives from the data stream. In contrast 
to that, we included our extension for metric learning in batch fashion into 
the algorithm. This means, that the internal metric is not updated incre
mentally, but constantly recomputed in a predefined time interval. 
Therefore, the resolution in which feature drift can be observed is depen
dent on the size of that interval. This can be seen as a limitation of the 
general approach, but as of yet, it is unclear, whether incremental updates 
of the metric really lead to better results and whether a potential increase in 
performance would manifest itself for all types of feature drift. We assume 
that a metric computation in batch fashion yields better results for pro
blems involving sudden feature drift, while for continuous feature drift, an 
incremental approach might be more suitable. However, testing this 
hypothesis remains the subject of future work.

Conclusion

In this paper, we presented SAM-MLKR, an extension to the popular incre
mental framework SAM, that utilizes metric learning. We were able to show 
that metric learning has a positive effect on prediction quality, provides 
interpretability through feature relevances and enables dimensionality reduc
tion, which enables the dealing with high-dimensional data through savings 
on computational cost.

We applied SAM-MLKR to the monitoring task of WDNs, where we beat 
our previous approach on all fronts. In addition to that, we were able to show, 
that sensor faults can be detected through leveraging the interpretablility 
component of SAM-MLKR. Lastly, we pointed out, that SAM-MLKR on the 
L-Town network can retain its approximate prediction quality even after 
reducing the input dimensions by 65%. For small benchmark WDNs like 
L-Town, this is not necessary, but in the real world, where average cities 
have much larger networks, the possibility of automatic dimensionality reduc
tion can save a lot in terms of computational effort.
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