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ABSTRACT 

 
Existing potential-field based path planning methods in the literature often do not take into account 
environmental constraints and robot dimensions. Moreover, they normally do not provide the 
shortest path either. In this paper, we develop a new repulsive potential function that incorporates 
robot dimensions as well as the clearance between the robot and obstacles; using this repulsive 
function, we mathematically prove that the robot is guaranteed to reach the goal. To avoid 
obstacle’s cavity, we develop our technique “virtual-obstacle”, and for local minima we modify the 
existing artificial goal-technique to ensure robot reaches the goal. Our algorithm renders several 
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solutions amongst which we choose the shortest path. We consider both static and dynamic 
obstacles with static and moving targets and demonstrate the effectiveness of our algorithm in 
several simulations including narrow passages which is a difficult case. The proposed method, by 
considering physical and environmental constraints, is an improvement to existing path planning 
algorithms and is of practical use for implementation in real environments.  

 
 
Keywords: Mobile robots; potential field; local minima; path planning; dynamic environments; moving 

targets; virtual obstacles. 
 
1. INTRODUCTION  
 
Mobile robots are increasingly being used in 
flexible manufacturing, agriculture, land mining, 
search and rescue especially in hostile/harsh 
environments where human presence is unsafe. 
These unique applications of mobile robots have 
made it an interesting research topic and have 
caught the attention of numerous researchers 
over the past few decades. One of the main 
important aspect in mobile robot research is path 
planning. Path planning for a mobile robot can be 
defined as finding a continuous trajectory leading 
from the initial position of the mobile robot to the 
target while avoiding obstacles. Developing a 
collision-free path is important not only for a 
mobile robot but also for any autonomous system 
moving through a designated space, such as a 
robotic manipulator or any autonomous vehicle. 
In what follows, we first review these methods 
and state their limitations. We then focus on the 
potential-field based approaches, which is the 
basis of our paper. At the end, we propose our 
method that addresses the drawbacks of the 
existing methods.  
 
Several approaches have been developed for 
off-line/on-line mobile robot path planning [1], 
such as Roadmap [2,3], Cell Decomposition [4], 
and Potential Fields [5]. All of these are known 
as classical/deterministic approaches. The 
roadmap approach may find the shortest path, 
but it is not sufficiently flexible to apply to the 
same algorithm for the same environment if the 
robot’s initial and goal positions are changed. In 
this case, the graph needs to be reconstructed. 
One can find the near optimal path using the cell 
decomposition technique by increasing the grid 
resolution, which in this case will increase 
computational complexity. The potential field 
path planning suffers from the problems of goal 
non-reachable and local minima [6]. Some works 
have been done to modify the classical 
approaches, such as Wall Following [7] or using 
a combination of the approaches [8]. To reduce 
the computational complexity mentioned above, 
the probabilistic roadmap algorithm [9] and 

rapidly-exploring random tree algorithm [10] have 
been also developed. Although probabilistic 
algorithms find a feasible path relatively quickly 
even in high-dimensions, there is no guarantee 
of finding an optimal path. They also may not 
work in tiny spaces or narrow hallways. Other 
approaches that have been attempted include 
heuristic and meta-heuristic algorithms [11] such 
as: neural network [3,12], fuzzy logic [6,13-16], 
genetic algorithms [17-21], ant colony 
optimization [22,23], Tabu search [24,25], 
simulated annealing [26], and particle swarm 
optimization [20,21,27]. These algorithms have 
been developed to deal with the issues of 
solution quality. Despite providing a faster and 
improved solution compared to deterministic 
methods, these algorithms do not always 
guarantee an effective solution and sometimes 
are complex and computationally involved 
making them difficult to be used in fast 
applications.  
 

We now focus on the potential field method for 
path planning, which is the basis of our paper: 
The potential field method has attracted 
numerous researchers over the years because of 
its simplicity, ease of implementation, and low 
computational cost. This method can be 
implemented both off-line and on-line. The 
potential field method was first developed by 
Khatib [5]. In this approach, the robot 
experiences an attractive force coming from the 
goal and a repulsive force from the obstacles.  
To do so, a scalar function, called potential, is 
first constructed that has a minimum when the 
robot is at the goal and high values on obstacles. 
Everywhere else, the function slopes is 
downward toward the goal; this will ensure the 
robot can reach the goal by following negative 
gradients of the potential. This method has an 
unavoidable drawback of trapping a robot in a 
local minimum and goal non-reachable [28]. 
Local minima will occur when the sum of 
attractive and repulsive forces on the robot is 
zero and the goal is non-reachable happens 
when the goal is close to an obstacle which 
produces a large repulsive force. Researchers 
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have attempted to solve these issues in various 
ways. A harmonic potential function is proposed 
by Kim and Khosla [29] for static obstacle 
avoidance. Although this method does not have 
the local minima problem, it does not guarantee 
to generate the shortest path. Similar work has 
been done by Daily and Bevly [30]. Ko and Lee 
[31] applied the artificial potential function to 
avoid collision with moving obstacles. A virtual 
distance function was developed in [31] that 
takes into consideration the distance from the 
robot to obstacles and the relative motion of the 
obstacles with the robot; however, the robot 
might collides with obstacles depending on the 
ratio of virtual distance to real distance. Ni et al. 
[32] proposed an improved virtual force field 
(VFF) approach and added a fuzzy control 
module to avoid collision with dynamic obstacles. 
Ni et al. [32] considered relative velocity between 
the robot and the dynamic obstacles as [31]. In 
addition [32] considered the angle between the 
relative velocity vector and the line from the robot 
to ensure collision avoidance. Ni et al. [32] 
demonstrated the effectiveness of their proposed 
approach over the traditional VFF through 
simulation environment by finding a collision free 
path, which can be computationally expensive 
and hard to implement. 

 

Recently, Sgorbissa and Zaccaria [33] proposed 
a hybrid approach for obstacle avoidance in a 
partially unknown dynamic environment. They 
were able to show that their algorithm does not 
suffer from the local minima problem. This 
method integrates a prior knowledge of an 
environment with local perceptions to execute 
the assigned tasks efficiently and safely.  
Malakar and Sinha [34] presented an improved 
artificial potential field-based regression search 
algorithm for static obstacle avoidance, where 
the parameters are optimized using the particle 
swarm optimization technique. They were able to 
achieve a global sub-optimal/optimal path 
efficiently without local minima and finally avoid 
oscillatory movement and unreachable problems. 
However, this method neglects robot and 
obstacles dimensions and is not also applicable 
to a dynamic environment. Similar methods have 
been proposed in other papers [35-37].  

 

Sheng et al. [38] proposed an improved artificial 
potential field (AFP) for virtual human path 
planning and addressed the issue of local 
minima and goal non-reachable. The local 
minimum was solved using the virtual goal 
technique. In the virtual goal technique, when a 
robot is trapped in a local minimum, a virtual goal 

is created and the robot starts moving towards 
the virtual goal instead of the real goal. The goal 
non-reachable issue was addressed by 
proposing an improved repulsive force field 
function. The limitation of their work [38] is the 
local shock problem (i.e., the robot returns to its 
original position because of the presence of large 
obstacles). Yang et al. in [39] also applied the 
virtual goal technique to avoid the local minimum 
for an autonomous underwater vehicle. Similar 
methods have been proposed in other papers 
[40-42]. 

 

Most recently, Guanghui et al. [43] developed an 
artificial potential field-based regression search 
method for autonomous mobile robot path 
planning. They successfully demonstrated finding 
a collision-free optimal path without local minima 
for an environment including known, partially-
known, or unknown static and dynamic 
environments. They also addressed the goal 
non-reachable issue. However, they did not 
consider the robot diameter and also not defined 
the clearance space between the robot and 
obstacle. Moreover, they used a very simplified 
simulation environment. Montiel et al. [44] 
developed the parallel evolutionary artificial 
potential field (PEAPF) algorithm which is an 
extension of evolutionary artificial potential field 
(EAPF) algorithm [45]. In EAPF, the artificial 
potential field (APF) is combined with genetic 
algorithms to derive optimal potential field 
functions. The idea of PEAPF is to take the 
advantage of parallel processing that eventually 
reduces the computational time. The PEAPF 
algorithm was tested only for static targets and 
not for moving ones.  

 

Although several research have been carried out 
using the APF algorithm [5, 29-45], to the best of 
our knowledge, no work has been done that 
considers robot diameters as well as a clearance 
between robot and obstacle in the potential 
function, which are necessary to be taken into 
account in real environments especially when 
space is limited. In this paper, we present an 
“enhanced” path planning algorithm using the 
potential field method that addresses many of the 
aforementioned concerns: we introduce a new 
potential function. The proposed potential 
function can accommodate the robot diameter 
and a clearance between the robot and 
obstacles. We also define a region in which 
obstacles exert a repulsive force to ensure the 
robot reaches the goal which in effect reduces 
the computational cost. Moreover, our work does 
not suffer from the local shock problem [38], it 
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works in dynamic and clustered environments, 
and we have created a more complicated 
simulation environment than most recent 
published works in the literature [38-39,43-44]. 

 

Thus, the contributions of this paper are 
summarized as follows:  

 

(1) Developing an enhanced repulsive force 
function that guarantees the robot will 
reach the goal with minimum 
computational effort 

(2) Considering the robot diameter and a 
clearance between the robot and 
obstacles in the repulsive force function 
using an adaptive gain technique 

(3) Proposing a new method, called virtual 
obstacle technique, to avoid obstacle’s 
cavity 

(4) Developing a new algorithm to avoid 
local minima using the artificial goal 
technique while finding the optimal path 

(5) Developing an algorithm for static and 
dynamic goals (targets) where both static 
and dynamic obstacles are present.   

 

The remainder of this paper is organized as 
follows: Section 2 presents our proposed 
mathematical model; this section includes 
several subsections to address the techniques to 
obstacles, avoid local minima, as well as finding 
the optimal path, Section 3 demonstrates the 
simulation environment, Section 4 presents the 
simulation results, and Section 5 concludes the 
paper. 
 

2. PROPOSED PATH PLANNING 
ALGORITHM 

 

Our proposed path planning method is potential-
field based. A set of obstacles produce a 
repulsive potential and the goal produces an 
attractive potential. Forces acting on the robot 
are thus calculated by taking the negative 
gradient of the total potential fields. As the 
attractive force produces negative scalar value 
and the repulsive force produces a positive 
scalar, the sum of potential is minimum when the 
robot is at the goal position and maximum when 
on obstacles. In this section, we first present a 
mathematical model of our proposed potential 
function in 2.1. Subsequently, we develop our 
algorithm for avoiding obstacle’s cavity in 2.2. 
Subsection 2.3 is dedicated to address the local 
minima, and Subsection 2.4 presents the 
strategy for the shortest path. 

2.1 Mathematical Model 
 

The Potential field method was first proposed by 
Khatib [5] and is a popular technique [29-46] for 
path planning. The mathematical model for the 
attractive force can be expressed as follows:  
 

)()( diiatt qqqF  
 

(1) 

 

where )( iatt qF  is the attractive force and a 

function of gain  , iq and dq  are robot and goal 

positions, respectively. The value of gain  is 

usually chosen to be less or equal to one, i.e,         
 ≤ 1.  In this paper, we propose a new repulsive 

function. The expression for our proposed 
function is given as follows: 
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where 
)( irep qF

 is our proposed repulsive force 

and a function of gain (  ), iq is the robot 

position, oq  is the position of an obstacle, d  is 

the distance between robot and the goal, 
 iq

 
is the distance between the robot and obstacle, 

and lR  is a parameter we introduce as the 
radius of influence. This influence parameter is 
used to ensure the robot experiences repulsive 
forces from obstacles that are within the radius of 

influence.  The value of lR  is selected to be 
greater than the summation of the largest 
obstacle radius and the robot radius so that the 
robot can sense the maximum obstacle. The 

expression for lR  can be written as 
 

  ,...3,2,1,max  irrR bil  
(3) 

 

where ir is the radius of the thi  obstacle and br  

is the radius of the robot. Inclusion of lR will 

reduce the computational efforts in determining 
the path to the goal. To demonstrate the 
repulsive potential force, three difference cases 
have been considered, as illustrated in Fig. 1.  
Fig. 1 (a) shows the case when the goal lies 

outside lR . As can be seen the robot 

experiences the repulsive force only from the 

obstacle presents within lR . 
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Fig. 1 (b) and Fig. 1(c) show cases where the 

goal and the obstacle are inside lR , i.e., dRl  . 

As shown, the robot receives the repulsive force 

from the obstacle only if d  (as shown in         

Fig. 1 (b)). If d , the robot experiences only 

attractive force and moves towards the goal,           
Fig. 1(c), though the obstacle is within the radius 

of influence lR . The methodology represented 

by Fig. 1(b) and Fig.1(c) guarantees reaching the 
goal even when an obstacle is located very close 
to the goal. Our proposed algorithm will thus 
guarantee that the robot in any situation reach 
the goal.    
 

In Equation (2), we have introduced a new 

function,  rf , which is expressed as follows:  

 

3)()( crrrf b 




 (4)
 

where r  is the radius of the obstacle, br  is the 

radius of the robot, c is the gap between the 
robot and obstacle and called clearance and 

defined as  brr  ; the clearance can be 

adjusted by the gain 0 . The net force 

causing the robot to move forward towards the 
goal while avoiding obstacles is thus given by 
 

)()()( irepiatti qFqFqF   (5)

 

2.1.1 Mathematical Justification for  rf   

 
In this section, we provide a mathematical 

justification for proposing function  .rf  Let us 

consider a robot of radius br  moving towards the 

goal under the influence of an attractive force 

)( iatt qF and faces a circular obstacle of radius r . 

We assume the line joining the centers of the 
robot, obstacle, and the goal lie on one line as 
shown in Fig. 2. There is a point on the line 
where the net force acting on the robot is zero, 
i.e., repatt FF  , known as a local minimum. It is 

known that the robot stops moving forward when 
located at the local minimum. If the local 
minimum is located inside the obstacle, there is a 
chance for the robot to collide with it. Therefore, 
the proposed repulsive function in Equation (4) 
introduces the term c , as shown in Fig. 2. This 
parameter is called clearance and meant to 
adjust the position of the local minima so that the 
local minimum falls outside the obstacle. At the 

local minimum: crr b  , i.e., the distance 

between the center of robot and obstacle is the 
summation of the radius of obstacle, robot, and a 
user-defined clearance.  
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Fig. 1. Illustration of repulsive force function 
 

By equating Equations (1) and (2), we get 
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(6)

 
The next subsections present the algorithm for avoiding obstacle’s cavity, strategies for addressing 
the local minimum, and finding the shortest path. 
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Fatt

Frep
Goal

Robot at
Initial

Position
Obstacle

r

d

c
ρ
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Robot at 
Local

Minimum  
 

Fig. 2. Robot at the point of local minima 
 

2.2 Avoiding Obstacle’s Cavity 
 
The robot can be trapped by an obstacle if there 
is a cavity in it. To overcome this issue, we 
propose the following virtual obstacle technique:  
 
Virtual Obstacle Technique:  To avoid getting the 
robot trapped, the cavity of an obstacle is filled 
out by a virtual obstacle. The outer most two 
vertex (V1,V2) are considered as two end points 
of the virtual line as shown in Fig. 3. Five virtual 
circular obstacles are drawn on the virtual line as 
described in Section 3. Due to the presence of 
virtual obstacles, the robot cannot enter into the 
cavity and avoid the local minimum problem.  
However, local minimum can also be occurred if 
the robot, obstacle and the goal are on the same 
line. To address the local minima problem, we 
propose a strategy which is described in the next 
section. 

 

Robot 

Goal

Obstacle

Virtual Obstacle

V1 

V2 

 
 

Fig. 3. Virtual obstacle technique 
 

2.3 Addressing Local Minima 
 
The local minimum can occur if the center of the 
robot, obstacle and goal are on the same line 
and the total force acting on the robot becomes 
zero. Under this condition, the robot undergoes 

very small oscillations around the point of local 
minimum and cannot move forward. The local 
minimum is one of the major issues in employing 
the potential field method. In our proposed 
algorithm, the difference between the robot’s 
current position and position before 2 iterations is 
calculated which is key to identify the local 
minimum location. If this difference is lower than 
0.1×step size then it is considered that local 
minimum has been encountered in the algorithm. 
A new algorithm is proposed to overcome the 
local minimum using artificial goals technique. 
 
Artificial Goal: Once the robot is trapped at a 
local minimum, the algorithm creates artificial 
goals as shown in Fig. 4. 

 

Robot 

Goal

Obstacle

θ 
S

S

S

Artificial  
Goal 1

Artificial  
Goal 3

Artificial  
Goal 2

 
 

Fig. 4. Artificial goal technique 
 
The artificial goals are created by 
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2

12 yyxxS 
                    (7) 
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121tan
xx
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


 

                                          (8)  
 
Where S  is the distance between the robot and 
the goal, and   is the heading angle of the robot. 
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The algorithm generates three virtual goals as 
shown in Fig. 4: Artificial Goal 1, Artificial Goal 2 
and Artificial Goal 3.  The co-ordinates of the 
three goals are as follows: 
 

Goal 1



























2
cos,

2
cos





 SySx , 

Goal 2      cos,cos  SySx  and  

Goal 3 



























2
cos,

2
cos





 SySx  where 

x  and y are the coordinates of the robot current 

position The angle between Goal and Artificial 

Goal 1 is 
2


 , and between Goal  and Artificial 

Goal 3 is -
2


. Artificial Goal 2 lies on the Goal. 

The robot is pushed out from a local minimum 
with the inclusion of those three artificial goals. 
All three artificial goals create repulsive forces 
according to the following expression: 
 

)()( dijiartificial qqkqF  
                        (9) 

 

where 3,2,1j  represent three artificial goals.  

One can choose 1jk  in this sub-algorithm 

(which is dedicated to avoid local minima). Doing 
so will ensure repulsive forces will be created by 
Equation (9). The magnitude of each repulsive 
force of these forces depends on the value of jk . 

Through sequential activation and deactivation of 
those artificial goals, the robot will get out of the 
local minimum: when the robot is trapped by an 
obstacle, there are always two options to get out 
of the local minimum, i.e., the using either left or 
right side of the obstacle. In our method, we have 
calculated both options for each obstacle by 
creating two imaginary robots. Finally, the 
minimum path among all feasible paths is 
selected.   
 

Once the robot is in local minimum ( repatt FF  ), 

the artificial goals are activated. At the same 
time, two imaginary robots of same dimensions 
of original robot are created. In each iteration i , 
an imaginary robot moves under combined 
influence of artificial and actual goals and travels 

by a distance  mRi  20.03  which increases 

with the number of iteration. One can also 
replace 3δ by a suitable positive number 
depending on the depth of cavity in an obstacle. 
So, in the first step (i.e. 0i ), the robot will 
move a small distance of 3δ under the influence 
of artificial and actual goals. For 0i , the 

robot’s travelled distance depends on mR (i.e., 

the maximum of the obstacles radii lying within 
the radius of influence). The idea of defining 
robot’s travelled distance is that the robot will 
travel the minimum distance to get out of the 
cavity of an obstacle or local minimum. Once the 
imaginary robot gets out of the local minimum, 
the artificial goals are set ‘off’ and the imaginary 
robot moves towards actual goal.  
 

The direction of robot movement is depended on 
particular combination of artificial goals chosen in 
a step. A combination of artificial and original 
goals creates the following three scenarios:  
 

a) The imaginary robot may get out of the 
local minimum or 

b) The imaginary robot may return to the local 
minimum if the distance travelled is not 
sufficient to get out of the cavity or 

c) The imaginary robot may not be able to 
move by the particular distance because of 
the presence of obstacle in that direction. 

 

All these three cases have been taken into 
consideration in the algorithm by using different 
indices. The proposed artificial goal algorithm is 
presented in Appendix A. A flowchart for 
implementing the entire algorithm is shown in 
Fig. 5. 
 

2.4 Shortest Path 
 

In this paper, we also find the shortest path for 
the robot. The shortest path is calculated by 
counting the steps required to reach the goal by 
the imaginary robot: each time the robot is in a 
local minimum, two imaginary robots are created 
in the artificial goal algorithm to find all possible 
paths. The steps taken by the imaginary robot to 
reach the goal position from the local minimum 
are multiplied by δ (step size) to find the arc 
length. All of the arc lengths are calculated and 
finally added to determine the length of each 
path from start to the goal position. The actual 
robot will follow the shortest path among all 
feasible paths.  
 

3. SIMULATION ENVIRONMENTS 
 

Obstacle: Two types of obstacles are considered 
in the simulation: a) static and b) dynamic.  
 

a) Static Obstacles: A static obstacle is 
considered of an arbitrary polygon shape or a 
circle. Each edge of a polygon is divided into an 
odd number (five in this paper) of identical circles 
as well as two corner circles located at the 
vertices of the polygon as shown in Fig. 6. The 
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centers of these identical circles divide the edge 
of the polygon into six equal parts.  We consider 
five circles to reduce the computational efforts in 
avoiding obstacles and also to reduce the gap 
between the wall and the robot path. This gap 
can be further reduced by increasing the number 
of circles. The diameter of the circles depends on 
the polygon edge length. The center points of all 

circles are calculated using the following 
equation: 
 

nm

nxmx
x




 12

                                           (10) 
  

nm

nymy
y




 12

                                            (11)
 

Start

Robot is in local minimum; 
Create two imaginary  robots;  

Initialize all parameters 

Activate imaginary goal such as  k1= 0, k2= 0, 
k3= -1.5 for the 1st  imaginary Robot; Let the 

imaginary robot move forward by  3δ +0.20i.Rm 

distance; Reset the value k1= 0, k2= 0, k3= 0.

If 
the 1st  imaginary 
robot comes out 

from local 
minimum

yes

Activate imaginary goal such as  k1= -1.5, k2= 0, 
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Fig. 5. Proposed flowchart
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where  11, yx  and  22 , yx  are the two end 

points of a line, respectively,  yx,  divides the 

line with the ratio of m to n.   
 

Fig. 6 shows an example of creating two legs of 

a polygon obstacle.  11, yxA  and  22 , yxB  are 

the coordinates of two vertices with a length AB

, and 
12

1
AB

R  . The five centers are obtained 

from Equations 10 and 11 as:  
 

6

5 BA 
, 

6

24 BA 
, 

6

33 BA 
, 

6

42 BA 
, and 

6

5BA 
. The diameter of a corner circle will be 

the larger than the two circles on the adjacent 
edges so that there will be no gap among the 

circles; for example in Fig. 6, 21 RR  , leads to 

choose the corner circle with a radius of 1R .   
 

b) Dynamic Obstacles: We also consider 
dynamic obstacles in developing our path 
planning algorithm. To do this, a point-mass or a 
circular obstacle is considered representing 

dynamic obstacles. Let  yx,  be the coordinate 

of the center point of an obstacle and assume 
the obstacle is moving on a user-defined path of 

 xf with a velocity v  and tan  is the slope of 

the path at any point  tt yx , . The obstacle 

position is updated after the robot position is 
updated each time. The position of the obstacle 
is obtained as follows:  
 

 22
1

)(1tan1
cos

t

RtRtRtt

xf

v
tx

v
txvtxx










(12) 

 
)(

)(1tan1

tan
sin

22
1 t

t

RtRtRtt xf
xf

v
ty

v
tyvtyy 












(13) 

where  tt yx ,  is the current position of the 

obstacle, )( txf   is the derivative of a user- 

defined path for the obstacle at point tx , Rt  is 

the time takes by the robot to move one step 
forward and computed by calculating the net 
force acting on the robot. An obstacle of any 
shape such as point, circular, or polygon and 
dimension may have any user-defined path 
function. For a polygon, defining any arbitrary 
motion needs to define differential motion on 
every circle. 
 

4. SIMULATION RESULTS 
 

The mathematical model described in Section 2 
along with our proposed algorithm are 
implemented in MATLAB environment. The 
parameters used for the simulations are as 
follows: initial position of the robot =

 T0,0
; goal 

position =
 T20,20

; gain 
5.1

; 2.0  ; radius 

robot, 
3.0br

 , and step size, 1.0 . Four 

different simulation environments (Fig. 7-Fig. 10) 
are developed to demonstrate the effectiveness 
of our proposed path planning algorithm in 
various case studies. Fig. 7 shows that the robot 
can navigate successfully and reach the goal in 
an environment where 17 different static 
obstacles of various shapes are present. 
Furthermore, the effectiveness of the virtual 
obstacle technique is also shown in Fig. 7, where 
the cavity of each obstacle is covered by a virtual 
obstacle. Fig. 7 shows that the robot avoids the 
cavity of obstacle 1, 3 and 4 due to the presence 
of virtual obstacles, resulting in reaching the goal 
without being trapped by any of the obstacles. 

 

 

 

Fig. 6. Construction of polygon edged 
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Fig. 7. Virtual obstacles are created to avoid the local minimum 
 

Fig. 8 shows the effectiveness of the artificial 
goal algorithm. The robot starts and initially gets 
trapped in obstacle 1. Two imaginary robots of 
the same dimension as the real robot are thus 
created at this local minimum. One of the 
imaginary robots gets out of the cavity of 
obstacle 1 from the left side and gets further 
trapped by obstacle 2. On the other hand, the 
other imaginary robot gets out from the right side 
of the obstacle 1 and further gets trapped by 
obstacle 2. Again two imaginary robots of the 
same dimension as the original one are created 
at each obstacle (obstacle 2, obstacle 3). Two 
imaginary robots get out of obstacle 2 and reach 
the goal. The same phenomenon is seen for the 
robot trapped by obstacle 3.  The imaginary robot 
getting out from the right side of the obstacle 2 
avoids the path between obstacles 4 and 5, 
because the dimension of the robot is critical this 
time, although taking the path between obstacles 
4 and 5, and reaching the goal can be the 
shortest path. Same scenario is found when the 
imaginary robot gets out from the left side of the 
obstacle 3. This is of practical use in many 
applications where the space is tight, such as 
narrow hallways or bathrooms, etc. In summary, 
every time the robot is at a local minimum or in 
an obstacle cavity, it will try to find all possible 
options to get out of that trapped situation. The 
green lines shown in Fig. 8 are different trials of 

the robot that eventually led it to reach the goal 
successfully. All of the possible ways from initial 
to the goal position are found using the artificial 
goal technique and finally the real robot follows 
the shortest path among all possible paths which 
is shown using the blue line in Fig. 8. Potential-
field based methods are often very difficult to find 
the path when narrow hallways exist [46,47]. In 
Fig. 9, we created narrow hallways and showed 
the effectiveness of our algorithm. The green 
lines in Fig. 9 show different trials for finding the 
feasible path and the blue line shows that the 
robot reaches the goal without being trapped by 
an obstacle.  
 
To demonstrate the algorithm in a dynamic 
environment, in the next experiment we consider 
both moving obstacles and target. The result is 
shown in Fig. 10, where we have assumed that 
the robot moves in a dynamic environment, 
where the target moves at a constant velocity of 
0.3 units/s along the path, xxf goal 1.0)(   , 

starting from  T20,20 . Sixteen obstacles exist in 

the environment, among which obstacles 1 and 2 
are the moving ones (Fig. 10) according to user-
defined paths xxf 4.0)(1   and 











2
sin3)(2

x
xxf , respectively.  
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Fig. 8. Demonstration of the algorithm in a cluttered environment 
 

 
 

Fig. 9. Demonstration of the algorithm for narrow hallways 
 

The unfilled obstacles shown are the initial 
positions of the dynamic obstacle. The 
hexagonal Obstacle 1 moves at a velocity of 0.28 
unit/s, and circular Obstacle 2 moves at a 

velocity of 0.33 unit/s. Fig. 10 demonstrates that 
the robot reach the dynamic goal without 
colliding with static or dynamic obstacles in the 
environment. 
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Fig. 10. Combined static and dynamic obstacles with a dynamic target. 
 

5. CONCLUSION 
 
In this paper, a new potential function is 
proposed for mobile robot motion planning in 
dynamic environments. The effectiveness of the 
proposed algorithm is shown through several 
simulations, where we addressed the issues of 
local minima, goal non-reachable, shortest path 
with the presence of both static and dynamic 
obstacles for static and dynamic goals. We 
considered robot dimension and clearance 
between the robot and obstacles in proposed 
repulsive potential function which adds 
practicality to our approach. We developed the 
virtual obstacle technique to avoid getting 
trapped inside an obstacle and provided a 
shorter collision-free path. However, the virtual 
obstacle technique requires accurate obstacle 
shape. To avoid local minima or cavity of an 
obstacle, the artificial goal technique is used. In 
comparing the two methods for avoiding 
obstacle’s cavity (one being the virtual obstacle 
and other the artificial goal), the virtual obstacle 
technique provides a shorter collision-free path. 
At the same time, the virtual obstacle technique 
does not require finding all feasible paths and 
therefore, the virtual obstacle technique is 
computationally less expensive than the artificial 
goal technique. However, the virtual obstacle 
technique requires accurate obstacle shape and 
requires extra care in putting a virtual obstacle in 
front of the cavity of an obstacle before starting 
the simulation and also not applicable for all type 
of environment. In contrast, the artificial goal 

algorithm needs to be programmed only once 
and it will guarantee avoidance of the local 
minimum and any type of obstacle trap. The 
artificial goal algorithm is also applicable in an 
environment where narrow hallways are present. 
 
As for future work, smoothing the path, reducing 
the computational time, and implementing the 
proposed algorithm in real-time are potential 
topics for investigation. 
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APPENDIX 
 
This Appendix presents the details of the algorithm for implementing the algorithm described in 
Section 2.3 to avoid local minima or inside the obstacles. Once the robot is in a cavity of an obstacle 
or in a local minimum, the artificial goals are activated and execute the following steps as long as all 
feasible paths are found:  
 
Step 1: Let )()( irepiatt qFqF  , h1= 0 , h2= 0, a1= 0, a2= 0, a3= 0, a4= 0, 0i  

 
where, 1h and 2h are the success index of getting out of the local minima from left and right side 

respectively, and i  is the number of iterations. If the index 11 h , it means that the robot has 

successfully come out of the local minima from the left side. On the other hand, if the index 12 h , it 

means that the robot has successfully come out of the local minima from the right side. The direction 
of robot movement is depend on the particular combination of artificial goals chosen in a step. The 
index a1, a2, a3 or a4 =1 indicates that the robot was not allowed to travel towards a particular 
direction. That may occur due to the presence of obstacles in that direction. 
 
Step 2: If h1= 0 & a1= 0 
 
Go to Step 3 
 
Else 
 
Go to Step 4   

 

Step 3: 5.1,0,0 321  kkk and let the robot travel  mRji 3 distance and then reset

0,0,0 321  kkk  

 
If (the robot comes out of local minimum):  
  
h1= 1;     
 
Else if (the robot was not allowed to travel that distance)  
 
a1= 1;  
 
Else (the robot returns to the same local minimum) 
 
Continue; 
 
Step 4: If h2= 0 & a2= 0 
 
Go to Step 5  

 
Else 
 
Go to Step 6  

 

Step 5: 0,0,5.1 321  kkk and let the robot travel  mRji 3 distance and then reset 

0,0,0 321  kkk  

 
If (the robot comes out of local minimum):  
  
h2= 1;     
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Else if (the robot was not allowed to travel that distance)  
 

a2= 1;  
 
Else (the robot returns to the same local minimum) 
 
Continue; 
 
Step 6: If h1= 0 & a3= 0 
 
Go to Step 7 
 
Else 
 
Go to Step 8 
 

Step 7: 5.1,5.1,0 321  kkk and let the robot travel  mRji 3 distance and then reset 

0,0,0 321  kkk  

 
If (the robot comes out of local minimum):  
  
h1= 1;     
 
Else if (the robot was not allowed to travel that distance)  
 
a3= 1;  
 
Else (the robot returns to the same local minimum) 
 
Continue; 
 
Step 8: If h2= 0 & a4= 0 
 
Go to Step 9 
 
Else 
 
Go to Step 10  
 

Step 9: 0,5.1,5.1 321  kkk and let the robot travel  mRji 3 distance and then reset 

0,0,0 321  kkk  

 
If (the robot comes out of local minimum):   
 
h2= 1;     
 

Else if (the robot was not allowed to travel that distance)  
 

a4= 1;  
 
Else (the robot returns to the same local minimum) 
 

Continue; 
 

Step 10: If (none of the steps 3, 5, 7 and 9 can be executed):  
 
Exit;  
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Else  
 

1 ii ;  
 
Go to Step 2; 
  

The value of jk  is chosen to be 5.1jk  when one or any combinations of the artificial goals are 

activated, because repulsive force exerted by the artificial goal on the robot created by Equation (12)  

must be greater than the attractive force; j  is chosen to be 2.0j , mR  is calculated to be the largest 

dimension of the obstacles inside 1R , i  is the number of steps (i.e. ..3,2,1,0i ), and δ is the step 

size. In each of the above steps, the imaginary robot will travel  mRji 3  distance. If it is not 

possible for the imaginary robot to move along a particular direction, the motion breaks and returns to 
the same local minimum and that particular direction is skipped in the next iterations. This is done by 
introducing indices a1, a2, a3 and a4. The imaginary robot will exit the algorithm once all feasible 
paths are found. 
_________________________________________________________________________________ 
© 2015 Rajvanshi et al.; This is an Open Access article distributed under the terms of the Creative Commons Attribution 
License (http://creativecommons.org/licenses/by/4.0), which permits unrestricted use, distribution, and reproduction in any 
medium, provided the original work is properly cited. 
 
 

 
 

Peer-review history: 
The peer review history for this paper can be accessed here: 

http://www.sciencedomain.org/review-history.php?iid=1141&id=5&aid=9599 
 


