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Intelligent recommendation model of tourist places based 
on collaborative filtering and user preferences
Zhonghua Wang

School of Management, Xuzhou University of Technology, Xuzhou, Jiangsu, China

ABSTRACT
Providing personalized recommendation service for users and 
improving the accuracy of recommendation and user satisfac
tion are the main research tasks of current travel recommenda
tion systems. The intelligent recommendation model of tourist 
places requires the algorithm to be able to accurately recom
mend tourist attractions according to the user’s interests. Big 
data and artificial intelligence technologies have driven the 
development of intelligent recommendation systems. 
However, realistic data are often sparse, and the lack of common 
rating items among users makes some traditional similarity 
measures impossible to calculate. In addition, traditional colla
borative filtering algorithms ignore the issue of user prefer
ences, which can cause a decrease in recommendation 
accuracy. To address these issues, this paper analyzes the factors 
affecting users’ interest preferences in terms of their global and 
local rating information. The interest preferences of users are 
calculated by computing the probability distribution of user 
rating information globally and using Hamming approach 
degree. A similarity algorithm about user preferences is derived 
using Jeffries-Matusita distance. The similarity algorithm is effec
tively combined with the traditional similarity algorithm to pro
pose a model of collaborative filtering recommendation 
algorithm for tourist attractions based on user preferences 
under sparse data. The paper aims to improve the accuracy of 
tourist attraction recommendation systems by incorporating 
user preferences and addressing the issue of sparse data and 
the lack of common rating items among users that traditional 
similarity measures cannot calculate. The experimental results 
show that the improved algorithm model outperforms the tra
ditional collaborative filtering algorithm and other algorithms. 
And it also has high accuracy rate on more sparse tourism data 
set.
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Introduction

With the development of the domestic economic level and the improvement of 
living standards, China’s tourism industry pattern continues to improve, the 
market scale is also expanding, China has gradually entered the era of mass 
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tourism. In 2019, China’s tourism market demand continues to improve, with 
stable growth in domestic tourism, stable development of the outbound tour
ism market, and an increase of 11.4070 in the number of domestic tourists 
over the same period of the previous year. tourism-related industries are 
gradually becoming the pillar industry of China. The booming development 
of the tourism industry has also brought about changes in the form of con
sumption and consumption demand: from the traditional “tour with the 
group” to the hot “self-driving tour,” “peripheral tour” and “rural tour.” The 
changes in the form of tourism consumption, such as “rural tourism,” reflect 
that tourists have higher requirements for the infrastructure and service level 
of tourism areas, and higher requirements for personalized tourism products 
and services, and tourists pay more attention to improving tourism quality and 
user experience through personalized consumption. So, providing tourists 
with personalized tourism services is the future development trend of tourism 
(Hao and Song 2021).

In recent years, the rapid development of the Internet and tourism has 
broken the traditional tourism situation. A variety of travel online service 
e-commerce platforms are rapidly emerging, providing more information and 
choices for tourism travel. Travel products are gradually shifting from tradi
tional offline to online markets, and the proportion of people choosing travel 
locations and making travel plans with the help of online travel platforms will 
further expand in the future. As more and more people use online travel 
platforms and share travel information on them, online travel information is 
growing explosively (Cui, Luo, and Wang 2018). Faced with the huge and 
complex travel data people are easily overwhelmed by the large amount of 
information. And the basic search function provided by the current online 
travel service platform is difficult to help users quickly find the travel informa
tion they need and choose their preferred travel destinations. Therefore, in 
order to meet the increasingly urgent demand for efficient and intelligent 
travel information and effectively solve the problem of travel information 
overload, online travel service platforms urgently need to introduce intelligent 
and personalized travel recommendation services through continuous tech
nological innovation to provide users with more and more effective travel 
information and personalized recommended attractions to help users make 
decisions and develop itineraries.

Personalized travel place recommendation aims to use personalized 
recommendation technology to tap into users’ travel preferences and poten
tial deep needs and provide travel recommendations for users. Not only can 
it help users discover interesting and fun travel locations, make travel plans, 
etc., but also help people discover friends with similar travel interests. In 
addition, personalized travel recommendation is also of great relevance to 
online travel platforms, which can help online travel platforms improve 
user satisfaction and economic efficiency. Personalized recommendation 
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technology, as a research hotspot, has been widely studied and applied in 
various other fields. For example, in the field of e-commerce Amazon uses 
recommendation system to recommend products to users to increase sales 
(Smith and Linden 2017). Netflix uses personalized recommendation to 
recommend movies to users (Floegel 2020). Most of the videos, news and 
advertisements on software such as Shake and Today’s Headlines come 
from recommendations. In the academic field personalized recommenda
tions can help us find the needed literature quickly (N, O, and O 2022). In 
the social field personalized recommendation can help us discover inter
esting friends (Zhang et al. 2020).

Recommendation systems have been widely used to recommend books, 
articles, movies, TV shows, news, music pages, etc. The earliest concept of 
recommendation system is to use e-commerce websites to provide customers 
with product information and suggestions to help users decide what products 
they should buy, simulating a salesperson helping customers through the 
buying process. 1997 AT&T Labs proposed a personalized recommendation 
system based on collaborative filtering algorithm, which is widely used in large 
e-commerce websites such as eBay, YouTube, etc. Many scholars have 
researched and designed travel recommendation systems based on data 
mining techniques, LBSN (location-based social network) data, context- 
aware techniques, constraints, vertical search engines, content-based recom
mendation techniques and hybrid recommendation techniques, weighted 
association rules, ontologies, 3 G cell phones, cloud computing, and the 
Internet of Things to recommend travel packages, travel products, travel 
routes, tourist attractions, and itineraries that meet the needs of travelers 
(Memon et al. 2015).

The development of mobile Internet generates huge amount of travel 
information, and many travel service providers have launched travel 
recommendation systems to help tourists solve the problem of information 
overload (Du et al. 2019; Lin et al. 2020). Collaborative filtering algorithm 
is a widely used technique in travel recommendation systems nowadays, 
which analyzes users’ needs and user history record data to obtain users’ 
preference characteristics, predicts interested travel information for users, 
and then recommends the information to users. However, in the traditional 
travel recommendation system, it is mostly based on the user’s geographic 
location information and the TOPN of tourist attractions to generate 
recommendation information for users. This can lead to tourists gathering 
to the same tourist attractions because of similar travel information, which 
can lead to tourism problems such as overflowing tourists in Mount Tai 
and fire in Mount Wutai in Shanxi. And the traditional travel recommen
dation system ignores the tourist’s consumption level and travel time 
requirements. For example, the travel recommendation system recom
mends high consumption travel routes for student groups or generates 
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recommendations that lead to conflicts between tourists’ working hours 
and travel time, which leads to the final recommendation results not 
meeting tourists’ individual needs.

Realistic data is usually sparse. Under the sparse data, the similarity 
calculation will become inaccurate. To address this problem, this paper 
proposes a collaborative filtering research algorithm based on user prefer
ences under sparse data from a global perspective, digging deeper to 
analyze the factors affecting user interest preference attributes and propos
ing a collaborative filtering research algorithm under sparse data. The 
improved algorithm considers the following points: 1) Different users 
have different interest preferences. Even in more sparse data, this prefer
ence feature can be reflected. The accuracy of the recommendation can be 
improved to a great extent by grasping the users’ preferences. 2) Each user 
has his own rating style. Some users may not like to give high scores, and 
some users may give the same scores to different contents. This paper 
considers the impact of user rating preferences on recommendations. 3) 
Improving the algorithm requires considering the ratio of absolute user 
ratings to common ratings.

Specifically, the paper aims to improve the accuracy of tourist attraction 
recommendation systems by incorporating user preferences and addressing 
the issue of sparse data and the lack of common rating items among users that 
traditional similarity measures cannot calculate. The research analyzes the 
factors affecting user interest preferences using global and local rating infor
mation. The paper proposes a collaborative filtering recommendation algo
rithm for tourist attractions based on user preferences, which uses a similarity 
algorithm based on Jeffries-Matusita distance to address the aforementioned 
challenges. It proposes an improved collaborative filtering algorithm for 
tourist attraction recommendations, which effectively combines the tradi
tional similarity algorithm with the similarity algorithm based on user pre
ferences. The proposed algorithm outperforms traditional collaborative 
filtering algorithms and other algorithms, achieving high accuracy even on 
sparse tourism data sets. Finally, the experimental results show that the 
proposed algorithm model outperforms traditional collaborative filtering 
algorithms and other algorithms. The use of user preferences and Jeffries- 
Matusita distance proves to be effective in improving the accuracy of recom
mendation systems in the tourism domain, making it a promising approach 
for future research in this field.

The rest of the article may be structured as follows:

(1) Related Works: This section presents a review of previous research on 
collaborative filtering algorithms for recommendation systems and user 
preference modeling, highlighting the gaps and limitations of existing 
approaches.
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(2) Collaborative Filtering Algorithm Based on User Preference: This sec
tion describes the proposed algorithm in detail, including the methods 
for calculating user interest preferences, the similarity algorithm based 
on Jeffries-Matusita distance, and the approach for combining this 
algorithm with traditional similarity measures.

(3) Experiments: This section presents the experimental design and results, 
evaluating the performance of the proposed algorithm on various data
sets and comparing it with other collaborative filtering algorithms.

(4) Discussion and Conclusion: This section summarizes the key findings 
and contributions of the research, discusses the implications of the 
results, and suggests directions for future research in this area. It also 
highlights the limitations of the proposed approach and areas for 
further improvement.

Related Works

Research Status of Tourism Recommendation System

With the rapid development of artificial intelligence (Chen et al. 2022; Chen, 
Zeng, and Li 2022) and information technology (Chen, Jiang, and Fu 2021), 
the demand for deeper integration between the tourism industry and informa
tion technology has become stronger and stronger. In the era of big data with 
information overload, users often feel that they cannot get the information 
they are interested in quickly. Therefore, personalized travel recommendation 
technology is born to recommend users’ interests according to their prefer
ences (Bai, Pamula, and Kumar Jain 2019). Personalized travel recommenda
tion technology is to integrate the recommendation system into the travel 
industry, and through personalized recommendations, it can provide users 
with assisted decision-making and recommend travel products of interest to 
them more efficiently and accurately. Therefore, it has a broad application 
space and research value (Jain, Pamula, and Srivastava 2021).

The content of travel recommendation includes the recommendation of 
travel products in food, accommodation, transportation, travel, entertainment 
and shopping. According to the recommendation content, personalized travel 
recommendation can be roughly divided into three kinds: individual travel 
product recommendation, travel package recommendation and travel line 
recommendation (Jain, Pamula, and Srivastava 2021).

Takashita et al (Takashita et al. 2011) used 34,206 travel photos shared on 
the Flickr platform (Zheng et al. 2010) (uploaded by 1204 users, with an 
average of 78 photos per place and an average of 15 tags per photo, where 
tags can be used for indexing or searching. For example, a photo about Longji 
terraces in Guilin might have the tags: Guilin, Longji, terraces, natural land
scape, etc). The system collects metadata of each photo (title, file name, date of 
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taking the photo, uploader and location information at the time of taking the 
photo, etc.), user-generated data (tags of the photo), etc. Once the user selects 
a travel destination, the system recommends to the user a photo set of tourist 
attractions related to that destination. The similarity between the tags in this 
photo set is then calculated based on whether the tags in these photo sets are 
labeled with the same attractions. These tags are grouped and a representative 
tag is selected for each group, and then these representative tags are also 
recommended to the user. If the user then selects one or more representative 
tags, the system then recommends other photos of attractions corresponding 
to that tag.

Yang et al (Yang et al. 2017) collected multiple travel photos with GPS 
records on Flickr and clustered the photos into 1,108 categories using the 
mean drift clustering method. Then the representative photos and labels are 
calculated for each category. If the user enters a keyword query, the sights 
represented by the photos corresponding to the representative tags most 
similar to the keyword are recommended. If the user uses a photo query, the 
similarity between that photo and each representative photo is calculated, and 
the attractions corresponding to the representative photo are recommended 
according to the degree of similarity.

Alhamid et al. (2016) proposed the context rank method. Multiple photos 
were collected from the website Panoramio (Xu, Chen, and Chen 2015), 
similar to Yang et al. A mean drift clustering algorithm was used to cluster 
photos into 120,628 landmarks (referring to unique representative buildings 
or natural objects in a city, such as the Great Wall in Beijing, the Eiffel Tower 
in Paris, etc). The popularity of this landmark is estimated based on the 
number of photos taken by users of the same landmark. And find the most 
representative photos and tags for each landmark. By analyzing the geographic 
location information of users’ uploaded photos, we use the kernel density 
estimation method to calculate users’ travel geographical preferences. In 
addition, three other variables are calculated based on the user’s travel history 
(obtained from the user’s uploaded photos analysis): visual similarity (the 
similarity between the visual features of all photos uploaded by the user and 
the visual features of a representative photo of a landmark), tag similarity (the 
similarity between the tags of all photos uploaded by the user and the repre
sentative tags of a landmark) and collaborative filtering value (the similarity 
between the user’s preference for a landmark using the collaborative filtering 
method to calculate the user’s travel preference value for a landmark). 
Combining the four values: landmark popularity, visual similarity, tag simi
larity and collaborative filtering value, the final prediction of the user’s pre
ference for a landmark is made using the listNet learning method, and the 
landmark with the top preference value is recommended to the user.

The route recommendation mainly plans one or more reasonable travel 
itineraries for users that meet their interests and expectations. Ravi (Ravi et al.  
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2019) et al. extract tourist attractions and sightseeing spots belonging to the 
destination from some travel portals according to the user’s input, and list 
them respectively by popularity for users to choose. In this case, sightseeing 
attractions refer to attractions that have a certain vertical height and can be 
viewed as a distant view, such as Mount Fuji, Eiffel Tower, Tiananmen Square, 
etc. After the user selects the starting site, the ending site, a stopover site and 
the sightseeing spots he wants to see along the way, STIMS (Space-Time 
Information Management System) is used to calculate the shortest path 
between the selected sightseeing spots to form multiple candidate tour routes. 
The average viewability of each tour route to the selected sightseeing spots is 
then calculated, and the tour routes are recommended to the users in the order 
of the highest and lowest viewability values.

In traditional personalized recommendation systems, there are four main 
recommendation methods: content-based recommendation, collaborative fil
tering-based recommendation and knowledge-based recommendation and 
combined recommendation. Pessemier, Dhondt, and Martens (2017) gave 
a short review of recommendation methods in the tourism domain and 
pointed out the importance of domain knowledge and contextual information 
for tourism recommendation. Chen et al (Chen et al. 2020) discussed tourism 
recommendation methods and they suggested that knowledge and session- 
based methods are more suitable for tourism recommendation. While tradi
tional collaborative filtering methods rely on the user’s historical behavior, 
knowledge-based methods take advantage of the fact that collaterals can 
express their needs for desired products. For example, the price of the desired 
hotel and the connection between domain expertise and product attributes, 
user consumption experience, and user satisfaction recommend a set of 
products for the user that are as appropriate as possible. The method of the 
session mainly refers to the type of end use, etc. The method does not suffer 
from cold starts and does not require a large user base. The two most 
important factors that affect its performance are knowledge acquisition and 
interactive user interface.

The framework of travel recommendation system usually contains the 
following modules: user modeling, user context awareness, travel information 
base, recommendation engine and presentation of recommendation results. 
As shown in Figure 1. Among them, user preferences are obtained and 
modeled through explicit information (survey questionnaire, user rating, 
etc) and implicit information (web operation, web log mining, etc). Weather 
information is obtained through a third-party Web service. Obtaining user’s 
contextual information through mobile device perception, etc. Obtaining 
social context information of users through social networks. The recommen
dation engine calculates personalized recommendation results for users by 
mixing several recommendation methods based on the user model and various 
types of contextual information, feedback from users in the travel knowledge 
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base, etc. And the results are sorted (Zhu, Yu, and Cai 2019). Finally, a more 
accurate recommendation list is filtered by combining with GPS positioning 
system. And the recommendation results are presented to the user in the form 
of some kind of list or 2D/3D map through the client browser or mobile 
terminal. Compared with the traditional recommendation framework, the 
travel recommendation system is more flexible. It not only supports the 
association combination of multiple basic elements and recommendations to 
meet the initial user requirements, but also supports diverse human-computer 
interaction by combining user context perception and GIS map positioning.

Research Status of Collaborative Filtering Recommendation Algorithm

The recommendation techniques used in recommendation systems nowadays 
mainly include association rule-based recommendation, content-based 
recommendation, hybrid recommendation, and collaborative filtering. The 
collaborative filtering algorithm is the most widely used technology nowadays. 
For example, the daily song list in NetEase Cloud Music, Guess Your Favorite 
in Taobao Mall, and product recommendation in Jingdong Mall are all based 
on this algorithm. Simply put, the recommendation system is based on the 

Figure 1. General framework of travel recommendation system.
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user’s browsing habits to determine the user’s interests. By discovering the 
user’s behavior, we can recommend the appropriate information to the user to 
meet the user’s personalized needs. The structure of a recommendation system 
usually consists of two parts: online and offline. The online part is the front- 
end display part. The offline part consists of the back-end logging system and 
the recommendation algorithm system. The offline part builds a model by 
learning user profiles and behavior logs, calculates the corresponding recom
mendation content in a new context, and presents it in the online page (Gu 
and Liu 2013).

The collaborative filtering algorithm is mainly used to predict the target 
users’ evaluation of similar products by analyzing the users’ evaluation of some 
products, and use it as the basis for making recommendations to users. The 
collaborative filtering algorithm is a popular and widely used approach in 
recommendation systems, as it is based on the assumption that users who have 
similar preferences in the past are likely to have similar preferences in the 
future. Collaborative filtering can be used to make personalized recommenda
tions by identifying users with similar preferences and recommending items 
that similar users have liked in the past. In the context of tourism recommen
dation systems, it is important to provide personalized recommendations 
tailored to each user’s interests and preferences. However, traditional colla
borative filtering algorithms may not perform well when there is sparse data or 
when users have diverse preferences that are not captured by the similarity 
measures used in the algorithm.

The paper proposes an improved collaborative filtering algorithm based on 
user preferences to address these limitations. By incorporating user preference 
information and using the Jeffries-Matusita distance metric, the proposed 
algorithm aims to improve the accuracy of recommendations and provide 
more personalized and relevant suggestions to users. The paper argues that 
incorporating user preferences can improve the accuracy of recommendations 
by addressing the issue of diversity in user preferences and by taking into 
account the overall rating behavior of each user. Furthermore, using Jeffries- 
Matusita distance as a similarity metric allows the algorithm to capture more 
nuanced differences in user preferences, which traditional similarity measures 
may not capture.

Using a collaborative filtering algorithm based on user preferences is 
a suitable choice for this work, as it allows for the development of personalized 
and accurate recommendations in the context of tourism while addressing the 
limitations of traditional collaborative filtering algorithms.

The advantages of collaborative filtering (Li and Li 2019) are: 1) good real- 
time and accuracy of recommendation. 2) no technical barriers. 3) the ability 
to reduce the impact of data sparsity on the recommendation results.

Two types of collaborative filtering methods have been widely studied, 
namely Memory-based CF and Model-based CF.
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The memory-based collaborative filtering method generally uses the nearest 
neighbor technique. The distance between users is calculated using their 
historical preference information. Then the weighted values of the target 
user’s neighboring users’ evaluations of the items are used to predict the target 
user’s preferences for a specific item, and the recommendation system makes 
recommendations to the target user based on the preferences. This method 
includes User-based CF (Fu, Liu, and Lai 2019) and Item-based CF (Pan et al.  
2017). The user-based approach predicts users’ ratings based on the similarity 
of rating behaviors among users. The item-based approach predicts user 
ratings based on the similarity between the predicted items and the actual 
items selected by users. Since these two approaches are based on different 
principles, they perform differently in different application scenarios. The 
user-based recommendation is more social, reflecting the popularity of items 
in the user’s interest group. Item-based recommendations are more persona
lized, reflecting the user’s own interest heritage. In memory-based collabora
tive filtering, the common methods for calculating similarity include Pearson 
correlation coefficient, cosine similarity, Jaccard similarity coefficient, and 
Euclidean distance (Gasmi et al. 2015). There is no absolute advantage or 
disadvantage of these similarity calculation methods, and the application 
scenarios are not absolute. Therefore, they should be chosen flexibly or 
combined according to the actual application scenarios and data 
characteristics.

The model-based collaborative filtering approach simulates users’ rating 
behavior for items by modeling them. It uses machine learning and data 
mining techniques to identify models from training data and use the models 
to predict the ratings of unknown items. Common models include clustering 
models (Jo and Rhee 2014), Bayesian models (Zhang et al. 2019, 2022), matrix 
decomposition (Nguyen and Zhu 2013; Wang, Wang, and Chen 2021), and 
so on.

The recommendation techniques currently used by websites to meet 
a variety of user needs include association rule-based recommendations, 
content recommendations, collaborative filtering, and hybrid recommenda
tion algorithms. Among them, collaborative filtering technology is one of the 
best technologies with the best performance, which is summarized as fol
lows: 1) The recommendation object covers a wide range. Collaboration- 
based technology is based on the interests of similar users to generate recom
mendations. It is not necessary to get information about a specific item and its 
neighboring items. This allows collaborative filtering techniques to recom
mend various types of resources to users. 2) Generating new recommenda
tions. Collaborative filtering does not compare the correlation between the 
specific content of an item and the user’s description of that item. The 
recommended items are not just the user’s historical hobbies, which will 
help in the discovery of the user’s potential interests and achieve leapfrog 

APPLIED ARTIFICIAL INTELLIGENCE e2203574-1211



recommendations. 3) Very low impact on the user. Collaborative filtering only 
uses ratings as a representation. Users only need to rate some items to get the 
recommendation service provided by the system. This results in very little user 
disruption.4) Low technical difficulty. User preference information is easy to 
collect and the algorithm procedure is not complicated.

Despite the great success of collaborative filtering algorithms, there are still 
some problems that limit their development. They are summarized as fol
lows. 1) Sparsity. The actual size of users and projects is huge, and users only 
rate very few projects, so the data obtained is quite limited and reliability is 
difficult to be guaranteed. 2) Scalability. The number of users and items in the 
website is growing continuously, which makes the rating matrix increase 
rapidly and become a high-dimensional matrix. The complexity of the math
ematical calculations designed into the algorithm increases rapidly, making 
the system slow and users unable to get real-time recommendation content.

Collaborative Filtering Algorithm Based on User Preference

The collaborative filtering algorithm provides personalized recommendations 
to users by calculating the similarity between users and by nearest neighbor. 
However, the data in reality is relatively large and it is less likely that different 
users will all rate an item. The algorithm cannot find the similarity neighbors 
of a certain user, resulting in a lack of common items between users or 
locations. Figure 2 shows the general collaborative filtering technique recom
mendation process.

In fuzzy mathematics, closeness can be used to express the closeness of 2 
sets. If the distance between 2 fuzzy sets is larger, the closer the closeness is, the 
weaker the correlation of the sets. Suppose u ¼ u1; u2; u3 � � � unð Þ, then the 
Hamming closeness is: 

N A;Bð Þ ¼ 1 �
1
ffiffiffi
n
p ð

Xn

i¼1
ð A uið Þ � B uið Þð Þ

2
Þ

1
2 (1) 

Figure 2. Collaborative filtering technology flow.
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The above describes how the concept of “closeness” can be used in fuzzy 
mathematics to express the similarity between two sets. Specifically, the 
Hamming closeness is defined as a measure of the similarity between 
two fuzzy sets A and B. The Equation (1) presented in the text is used 
to calculate the Hamming closeness between two sets A and B. In the 
equation, n represents the number of elements in the sets. u_i represents 
the ith element in the sets A and B, and A(u_i) and B(u_i) represent the 
membership values of u_i in the sets A and B, respectively. The equa
tion calculates the distance between the two fuzzy sets by computing the 
square root of the sum of the squared differences between the member
ship values of each element in the sets. The Hamming closeness is then 
calculated as 1 minus the normalized distance, which reflects the degree 
of similarity between the two sets. Overall, the Hamming closeness 
provides a way to measure the similarity between two fuzzy sets, 
which can be useful in various applications, including collaborative 
filtering recommendation algorithms for tourist attractions based on 
user preferences.

A user’s interest preference can be shown by the item rating. The closer the 
ratings are to the users, the higher the probability that they will like a particular 
item. So the closeness algorithm can be used to calculate the preference among 
users. Defining users’ rating items L ¼ l1; l2; l3 � � � lmð Þ and u and v are the set 
of ratings on L, the closeness based on users’ preferences can be defined as: 

N u; vð Þ ¼ 1 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
σuv

X

Iu\l v
ðrui � rviÞ2

r

(2) 

Equation (2) only uses the common user rating items, which can only reflect 
the real situation of a small proportion of users, ignoring the user ratings 
outside the common items and failing to fully grasp the user’s interest pre
ferences. In this paper, we use global rating items to expand the scope of 
finding users’ interest preferences. Then, considering that the formula calcula
tion on sparse data will be large due to the sparse and uneven distribution of 
ratings, which will cause distortion of user closeness, we use the idea of 
stratification to divide the global items into user common items and user 
local items. For the calculation of the no-common rating part, the average 
rating is used to fill. The computational expression is: 

Nζ u; vð Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

σuv

X

Iu\l v
rui � rvið Þ

2
þ
X

lv� Iu\I v
rui��u þ

X

Iv� Iu\I v
rvi��v

r

(3) 

Each user has their own rating style, some users may not like to give high 
scores and some users may give the same rating. For the same preferred item, 
different users may give different values based on their own rating preferences, 
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which reduces the accuracy of the recommendation. Considering the users’ 
rating items in the global context, the probability distribution of possible 
ratings for different users is used to handle the user rating preference problem 
by calculating the probability distribution. The user’s rating preference is 
defined as: 

P u; vð Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1 �
Xx

φ¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
φn
l uð Þ

φm
l vð Þ

rs

(4) 

Equation (4) reflects the density of the probability distribution of the global 
ratings of different users in the discrete interval. Specifically, the Equation (4) 
presented in the text is used to calculate the similarity score (P) between two 
users (u and v) based on their global rating information. The equation 
computes the density of the probability distribution of the global ratings of 
different users in a discrete interval. In the equation, x represents the number 
of discrete intervals used to represent the range of possible rating values. 
n and m represent the number of users who have rated the item being 
considered at each of the x intervals for users u and v, respectively. l(u) and 
l(v) represent the total number of items rated by users u and v, respectively.

The equation uses the Hamming approach degree to calculate the similarity 
between users’ global rating distributions, taking into account the density of 
ratings at each interval. The resulting similarity score reflects the degree of 
similarity between the two users’ overall rating patterns. Overall, Equation (4) 
provides a method for calculating user similarity based on their global rating 
distributions, which can be used as a component of the proposed collaborative 
filtering algorithm for tourist attraction recommendations based on user 
preferences.

The Jeffries-Matusita (J-M) distance is widely used in various fields such as 
image processing, signal and pattern recognition. For two components with 
small distances, poor differentiability is exhibited and poorly similar results 
are derived from them. In the collaborative filtering algorithm, the user’s 
rating set items can be used to represent the distance components, and 
eventually the J-M algorithm is used to convert the user’s preference in the 
global item rating into the inter-user similarity calculation. As shown in 
Equation (5). 

D u; vð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 � e� Nζ u;vð ÞP u;vð Þ

p
(5) 

In a recommender system, the number of commonly rated items among 
different users is highly variable. The more items are rated, the more informa
tion is extracted from them, and the more accurate the similarity calculation 
result is. Therefore, the proportion of the number of co-rated items is a very 
important influencing factor. In this paper, a logistic function is introduced to 
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linearly map the common rating items of users to obtain a restrictive penalty 
factor about the common rating, and the score will be smaller if the users have 
fewer common items.

The advantage of JMSD algorithm is that it uses the common rating 
information and absolute rating information of users. However, with sparse 
data, there may be fewer common items among users, and users lack ratings 
on items, and the similarity calculation becomes inaccurate. To alleviate this 
problem, the JMSD algorithm is weighted by combining Equations (4)-(7). 
The equation is shown in (6). 

simJM u; vð Þ ¼ Qu;v � JMSD (6) 

The weighted JMSD algorithm uses the absolute rating information of users 
and the proportion of common ratings, which is something that the pre
ference degree algorithm does not take into account. Making the combina
tion of user-based preference algorithm and weighted JMSD algorithm can 
make full use of their advantages. The final approach of this paper is 
derived as. 

simEDaM u; vð Þ ¼ D u; vð Þ þ simJM u; vð Þ (7) 

Equation (7) effectively uses the common rating items and all rating informa
tion by considering the user’s interest preference closeness and the user’s 
rating preferences. This solves the co-rating problem caused by the fact that 
in sparse data, the parameters for finding similarity in the conventional metric 
only consider the actual rating information of the co-rated items. Finally, the 
accuracy of the collaborative filtering algorithm is improved by combining the 
weighted JMSD algorithm with the ratio of absolute rating information and 
common ratings of users.

The proposed algorithm model for collaborative filtering recommendations 
for tourist attractions based on user preferences under sparse data makes 
several theoretical and managerial contributions.

Theoretical contributions:
The paper proposes an improved algorithm for collaborative filtering that 

considers user preferences and global and local rating information. The use of 
Jeffries-Matusita distance as a similarity metric allows the algorithm to capture 
more nuanced differences in user preferences and improve the accuracy of 
recommendations.

The proposed algorithm addresses the issue of sparse data by incorporating 
user preference information and taking into account the overall rating beha
vior of each user. This provides a more robust and accurate recommendation 
system that can perform well even with limited data.

The paper provides a theoretical framework for incorporating external data 
sources and linkages in the preprocessing step to improve the quality and 
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relevance of data and to identify new patterns and insights that were not 
apparent in the original data sources.

Managerial contributions:
The proposed algorithm has practical implications for the tourism indus

try by providing a more accurate and personalized recommendation system 
for tourist attractions. This can improve user satisfaction and engagement, 
leading to increased revenue and customer loyalty for travel and tourism 
companies.

Using external data sources and linkages in the preprocessing step can 
enable travel and tourism companies to capture additional insights and infor
mation about user preferences and behavior. This can inform business strate
gies and marketing efforts and help companies better understand and meet 
their customers’ needs.

The proposed algorithm can be adapted and applied to other recommenda
tion systems in different domains, such as e-commerce, music, or movie 
recommendations. This has broad implications for the development of perso
nalized recommendation systems that can provide relevant and accurate 
suggestions to users in various contexts.

The specific algorithm flow is shown in Figure 3.

Figure 3. Algorithm flow.
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Experiments

Experiment Preparation

The dataset in this paper is obtained by web crawling information about 
attractions in a city, including user IDs, attraction IDs and user ratings of 
the attractions. The dataset includes 45,473 ratings of 286 attractions by 20,354 
users, with ratings ranging from 1 to 5. To facilitate the experiments, the 
obtained data are processed as follows: delete users’ duplicate rating records; 
delete attractions with no user ratings; and delete users with less than 3 rating 
records. Among them, 80% were used for the training set and 20% for the test 
set. The final obtained tourism dataset is shown in Table 1.

In terms of evaluation methods, this paper uses the mean absolute error 
(MAE) and root mean square error (RMSE) to evaluate the algorithm. 
Normalized discounted cumulative gain (nDCG) is an evaluation metric to 
measure the accuracy of recommendation lists in information retrieval. In this 
paper, we use nDCG to test the recommended results. nDCG is a number 
between (0,1). The larger the value of nDCG, the more accurate the ranking of 

Table 1. Distribution of experimental data.
ID Training set Test set

Number of users 2933 733
Number of attractions 188 47
Number of ratings 18902 4726
Sparsity grade 0.963

Figure 4. Comparison of MAE for different similarity measures.
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the items in the recommendation list and the higher the accuracy of the 
recommendation.

Comparison with Traditional Collaborative Filtering Techniques

Figures 4 and 5 show the comparison of MAE and RMSE for different 
similarity measures on the dataset for different values of K. The performance 
values of MAE, RMSE coverage are calculated based on the values of the 
neighbor number K, which are defined as values from 10 to 100 with an 
increment of 10. As can be seen from the Figures 4 and 5, the JMSD algorithm 
and the modified cosine algorithm are clearly inferior to the other algorithms, 
except for the above 2 algorithms. The function curve of the algorithm is 
relatively stable, and the accuracy of the algorithm increases as the value of 
K increases. The collaborative filtering algorithm proposed in this paper, 

Figure 5. Comparison of RMSE for different similarity measures.

Table 2. MAE corresponding to different degrees of similarity.
Number of neighbors COS JMSD MCF Proposed

10 0.53437 0.51259 0.46796 0.47645
20 0.52441 0.52415 0.46341 0.45244
40 0.52445 0.53879 0.46712 0.44586
60 0.52751 0.5479 0.47239 0.44681
80 0.53124 0.55459 0.47819 0.44961
100 0.53512 0.55954 0.48327 0.45275
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which incorporates user preferences, is significantly better than the other 
methods.

The sparsity of the data may reduce the accuracy of the collaborative 
filtering algorithm. Table 2 shows the different MAE values for different 
algorithms on the number of neighbors [10, 20, 40, 80, 100]. Table 3 shows 
the comparison of the average and minimum error on MAE for the three 
similarities with the algorithms in this paper. From the data in the table, it can 
be seen that the algorithm error gradually becomes larger as the value of 
K. The accuracy of JMSD algorithm is related to the number of user items, 
so the algorithm still has a poor MAE compared to other algorithms. tradi
tional collaborative filtering algorithm COS only considers user common 
items, so the overall performance is poor under sparse data, as in Table 3, 
the lowest error rate of cosine algorithm reaches 14.89%.

In addition, this paper also verifies the effect of different preferences on the 
performance of the algorithm. The mean strategy, multiplication strategy and 
satisfaction balance strategy are verified in this paper based on the number of 

Table 3. Algorithm error comparison.
Method Average MAE Error Comparison/% Minimum MAE Error Comparison/%

COS 0.52894 14.61 0.52365 14.89
JMSD 0.54227 16.72 0.51259 13.05
MCF 0.47235 4.39 0.46341 3.82

Figure 6. Impact of the preferred strategy on the algorithm.
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neighbor distance of 10, 40 and 80, respectively. The experimental results are 
shown in Figure 6, using nDCG as the evaluation index. The results show that 
the collaborative filtering algorithm incorporating the satisfaction balance 
strategy works better.

Discussion – Conclusion

Travel recommendation is a specific application area of intelligent recommen
dation systems, and collaborative filtering recommendation technique is the 
most commonly used recommendation algorithm. For the sparsity problem of 
collaborative filtering in recommendation, this paper proposes an improved 
collaborative filtering algorithm that incorporates user preferences. Under 
sparse data, the lack of common rating items may cause the similarity calcula
tion among users to be incomplete, which will reduce the accuracy of travel 
place recommendation. To address the shortcomings of the traditional colla
borative filtering algorithm, this paper first considers users’ interest prefer
ences on tourist attractions, introduces the concept of closeness and fuses 
global rating and local rating to calculate the preference degree among users. 
The scope of similarity finding is expanded and the effect of sparsity is 
reduced. Experiments on the classical dataset of tourism show that the recom
mendation effect of collaborative filtering technique incorporating user pre
ferences is better.

The proposed algorithm model for collaborative filtering recommendations 
for tourist attractions based on user preferences under sparse data has shown 
promising results in improving the accuracy of recommendation systems in 
the tourism domain. Several potential future directions could be explored 
based on the paper’s findings.

First, the proposed algorithm model could be further evaluated and tested 
on larger and more diverse datasets to determine its scalability and robustness. 
This would help to establish the generalizability of the proposed approach 
across different tourism domains and user populations.

Second, the paper could be extended to incorporate other types of user data, 
such as social media activities, geolocation, and search history, which may 
provide additional insights into user preferences and improve the accuracy of 
recommendations.

Third, the paper could explore other machine learning techniques, such as 
deep learning, reinforcement learning, or hybrid models, to improve the 
performance of the recommendation system further.

Also, data preprocessing is an important step in any machine learning or 
data analysis project, including recommendation systems. It involves trans
forming raw data into a format that is suitable for analysis and modeling, and 
includes tasks such as cleaning, normalization, feature selection, and dimen
sionality reduction. Proper data preprocessing can increase the novelty of the 
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work by improving the quality and relevance of the data used for modeling 
and analysis, and by identifying new patterns and insights that were not 
apparent in the raw data.

Linking the data used in a recommendation system to external data 
sources can further increase the novelty of the work. For example, incor
porating data from social media platforms, travel review websites, or loca
tion-based services can provide additional information about user 
preferences and behavior, which can be used to improve the accuracy and 
relevance of recommendations. Moreover, linking data to external sources 
can enable the discovery of new patterns and insights that were not 
apparent from the original data sources, thereby increasing the novelty of 
the work. In addition, incorporating diverse data sources in the preproces
sing step can help to address the issue of sparse data and increase the 
coverage of the recommendation system. By leveraging data from different 
sources, the system can better capture the diversity of user preferences and 
improve the accuracy and relevance of recommendations for a wider range 
of users.

There are several potential advantages and disadvantages of the proposed 
collaborative filtering algorithm for tourist attractions based on user 
preferences.

Advantages:

(1) Incorporating user preferences: The proposed algorithm considers the 
user preferences, which can improve the accuracy of recommendations 
and increase user satisfaction. This is because it considers the user’s 
interests, past behaviors, and ratings when making recommendations.

(2) Addressing sparse data: The proposed algorithm uses a similarity algo
rithm based on Jeffries-Matusita distance to address the issue of sparse 
data and the lack of common rating items among users that traditional 
similarity measures cannot calculate. This can potentially improve the 
accuracy of recommendations on sparse datasets.

(3) Improved performance: According to the experimental results pre
sented in the paper, the proposed algorithm outperforms traditional 
collaborative filtering algorithms and other algorithms, achieving high 
accuracy even on sparse tourism data sets.

Disadvantages:

(1) Complexity: The proposed algorithm may be more complex than tradi
tional collaborative filtering algorithms, as it involves calculating user 
preferences using global and local rating information and using Jeffries- 
Matusita distance to measure similarity. This could make the algorithm 
more difficult to implement and require more computational resources.
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(2) Data preprocessing: The proposed algorithm may require extensive 
preprocessing of data to calculate user preferences and other necessary 
information. This could be time-consuming and may require expertise 
in data processing and analysis.

(3) Limited applicability: The proposed algorithm may not apply to allega
tion systems or datasets. For example, it may not be effective in recom
mending new or niche tourist attractions with limited rating data.

Overall, the proposed algorithm shows promise in improving the accuracy and 
user satisfaction of tourist attraction recommendation systems by incorporat
ing user preferences and addressing the issue of sparse data. However, its 
complexity and data preprocessing requirements may limit its applicability in 
some cases.

Finally, the paper could be extended to investigate the effectiveness of the 
proposed algorithm model in real-world scenarios, such as in online travel 
booking platforms or mobile tourism applications. This would help to deter
mine the practical value of the proposed approach in the tourism industry and 
its impact on user satisfaction and engagement.
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